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EXECUTIVE SUMMARY
Joint evolution of media and networks
The European Technology Platform on Networked Electronic Media, the NEM Initiative, foresees a
future when all will be able to generate, manipulate, use, and enjoy any kind of electronic media
content – wherever they are. Electronic media content will include not only the audiovisual services of
today such as telephony and television but also a wide range of interactive services across all realms
of information, education and entertainment, offering a wide range of new business opportunities.

This future is elaborated in the NEM Initiative’s Vision document(1), which gives three main aims for the
2015 timeframe:

• A leading European networked and electronic media industry competitive with other business
regions in the world;

• A regulatory environment favouring the deployment of NEM technologies to improve the quality of
life and maximise economic growth and skilled employment in Europe;

• Open business models across the value network and novel revenue generating models.

The NEM domain addresses all aspects of the media services lifecycle from content creation (by
professionals and increasingly by individual citizens) to the delivery and utilization of innovative
networked and electronic media services and applications.

The NEM Initiative follows a unique path into the future because it deals with ‘content’ from both the
users’ point of view and the technical perspective. Both views are essential if new services, with new
commercial opportunities, are to work well and to be attractive to a wide range of users from different
backgrounds and with different applications.

To make this vision a reality requires the development of a seamless, pervasive network and easy-to-use
tools for generating, searching, accessing, transforming and delivering media content. This Strategic
Research Agenda outlines the technical work needed to achieve the vision, concentrating on what needs
to be done rather than the form of technology required to achieve it. It aims to inform the workplans of
the seventh Framework programme, other international programmes such as Eureka and the
programmes of the Joint Technology Initiatives, and the national programmes of the Member States.

State-of-the-art and apparent trends in 2007
The media industry consists of a value chain creating, storing, adapting, aggregating, delivering and
consuming ‘content’ – understandable information made available to a user at any stage of the value
chain. This definition of content includes both the ‘essence’ – the data representing text, audiovisual
services, games programs etc. that is the object of the value chain – as well as the metadata that
describes the essence and allows it to be searched, routed, processed, selected, and consumed. The
value ‘chain’ is increasingly becoming a ‘mesh’ as consumers are increasingly becoming originators of
content, and stored content is increasingly reused and repurposed.

1-See www.nem-initiative.org
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At present, most content is produced by a craft process, for broadcast services or for recorded retail
distribution. Europe is going through a transition from analogue broadcasting standards to new all-
digital standards. Broadcast services continue to be available, but using all-digital standards, with
additional data services and interactivity. The digital transition gives better spectral efficiency, enabling
an expanding range of services.

Increasingly, content is becoming available on demand, both through storage in the home and on request
over many different networks from content producers and aggregators as well as from broadcasters. A
marked trend is the explosion in social networking internet sites, where content is a form of communication
in its own right, reflecting the fundamental human drive to communicate and interact in new ways. These
new services will need new internet structures and intelligent universal terminals, together with new
object-based methods of representing real or imagined worlds and manipulating those representations.

There is a wide variety of distinct technologies in use, each adapted for a different application. There is
little compatibility between devices, making seamless usage impossible: a games console will not receive
broadcast TV, for example. This leads to clearly separated usage scenarios: a telephone is a telephone and
a radio is a radio – combining them in one handset offers nothing extra in terms of services.

For service delivery, only telephone, broadcast and mobile phone networks are close to ubiquitous.
Apart from some well-established technologies like basic telephony and broadcast reception, new
technology is far from being easy to use. This reinforces the ‘digital divide’ between those who are
technologically literate and those who are excluded from the benefits the technology could bring.

Although technology can be – and is – used to create barriers, it more often creates new opportunities,
new applications, new services that can transform people’s lives and create wealth for all. It is those
applications of technology that the NEM Initiative would like to encourage to fulfil its vision for 2015.

The vision for 2015
The NEM Initiative foresees that by 2015 electronic media will appear as a ubiquitous service, easily
and simply available to all users for professional and recreational purposes. Of course, the simplicity
may mask many layers of complexity – the point is that the user should not need to care about
underlying technologies.

For this to happen, fundamental changes will have to take place in the in the course of the next ten years:
• The distinction between today’s basic routing technologies – such as unicast, multicast and
broadcast – must become invisible, not only to the user but also the media application itself;

• Media must become networkable, an integral part of any kind of network rather than just
something to be transmitted from A to B;

• Media must become ubiquitous; content will come from any user, with highly sophisticated and
user-friendly indexing engines to generate the accompanying metadata;

• The infrastructure must become context-aware, recognising users to know their needs, and
adapting itself to the environment;
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• Intuitive and multi-modal interfaces must offer a more natural way to interact with and within
media environments;

• To make networked media communication inclusively available to all, using or consuming any kind
of media should be known by its content and not by the technology used (‘FM’, ‘MP3’, ‘DVB’ etc.);

• Media retrieval must become affective, using genre-based playlists representing moods and
degrees of user involvement;

• Networked media should allow new groups to form, for social or business purposes, defined by
their media interests;

• Video must be represented in a much more human way, by realistically modelling entire media
environments on an object-by-object basis, offering exciting new creative possibilities;

• There must be seamless and intuitive service handover between devices and environments,
allowing users to access services wherever they are, whatever terminal they are using;

• ‘Federated’ services – complex services built up from multiple elements from different
originators – must be enabled, offering valuable commercial opportunities for service
differentiation;

• Service providers must address, in a way that is fair to all, the security and rights issues involved
when handling audio-visual material in networked and electronic media.

Market perspectives

Impact
Technology is always a means to create and shape markets
and technological developments will influence the business
world, offering new opportunities and developing new
industries. At the same time, the business world, and the
markets it creates, must enable the deployment of new
technologies to promote new product concepts. At the core are
the users – who are willing to pay only if they see a clear and
understandable advantage.

The NEM Initiative’s members are mainly from the wide
business segment of the content production and distribution

industries – network operators, games producers, broadcasters and equipment manufacturers.
Therefore this Strategic Research Agenda is written mainly in terms of those industries’ products.
However, the NEM Initiative is well aware that the realisation of its vision will have profound effects on
other aspects of industry and society, facilitating social interaction without travel, building
communities, closing the ‘digital divide’, revolutionising healthcare, bringing real inclusion to the
elderly and handicapped, enabling a wide range of e-government services, and offering European
citizens real participation.
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Regulation and standards
Because of their large perceived influence and their important role in democracy, the media industries
have always been carefully regulated. In order to accommodate technological and market developments,
and new customer usages resulting from convergence, modernised and flexible regulation covering all
media services is required. The NEM Initiative will continue to discuss how it can best contribute to
regulatory matters and, where possible, it will offer views and recommendations for better regulation.

Successful European standards like GSM and DVB show how powerful a single standard can be. The NEM
Initiative encourages standardisation and prefers open standards where possible. However, sometimes
the opportunity for standardisation may be lost. Where a single standard cannot be achieved, it may be
possible to ensure that different standards can gracefully coexist to ensure seamless delivery of services
through interworking: technology can help to deal with the complexity of multiple standards.

Training
The education and training of researchers in NEM technologies and knowledge gaining is key for the
progress of NEM communities to improve the skills of researchers. Cooperation with other academic
initiatives, such as the long term research “Networked Media Task Force”, the exchange of knowledge
regarding the ongoing research with other areas in the world, and new pan-European qualifications will
help the achievement of the NEM Initiative’s main objectives.

Most important research topics
This chapter gives detailed descriptions of the research aspects needed to fulfil the NEM Initiative’s
vision for 2015. The topics are addressed according to the following diagram.

Content creation

Underlying enabling technologies

Delivery
Media

presentation
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Structure of described research fields

Content creation
Work on content creation will help to ensure the availability of innovative new services. Areas of work are:

• Representation of content – file formats for the audio, video and data that are the active constituents
of services, plus the metadata that describes them and allows them to be processed; modelling
formats for avatars are included, with auralisation formats to represent realistic sound fields; video
coding will be based on the objects in the scene; new tools must be developed to classify metadata;

• Tools for content creation andmanipulation – including transducers for capturing content (not just audio
and video, but other human senses as well); manipulation of audiovisual content must be easier than
using today’s word processors, and content once created must be easily and automatically adaptable to
the changing circumstances of users on the move; metadata must be automatically captured;

• Automated semantic annotation – to generate metadata automatically from new or existing
content using semantic techniques.

Networking and delivery infrastructure
Work on networking and delivery infrastructure will deliver services to users wherever they are. Areas
of work are:

• Intelligent delivery – to allow users to access interactive services of all kinds, regardless of the
underlying network infrastructure and enabling dynamic handover of services;

• Quality of service – to guarantee quality of service appropriate to the content being carried and
expressed in terms users can understand, across heterogeneous networks;

• Networking types – to devise new network architectures appropriate to multi-provisioning of
services based on wired and wireless hybrid heterogeneous networks for broadband, broadcast
and mobile; they must be scaleable to cope with the enormous increases in traffic that are
expected; networks for the extended home are included, as well as ‘core’ networks.

Media presentation and content access
There will be new ways of presenting services to users and new ways for users to interact with services.
Areas of work are:

• Authentic, true-to-original media reproduction – displays to offer video reproduction as realistic
and immersive as currently available for audio, including energy-efficient and wearable displays;

• Virtual reality – interactive technology for business applications such as remote action and
entertainment applications including games;

• Dynamic federation of distributed interface devices – in this vision, ad hoc federations of devices
self-assemble on demand on the basis of essential components distributed in the near
environment, for instance interface devices available in a home or office environment, or worn by
the user as accessories and clothing; ‘mobile augmented reality’ is a possible early application;

• User-system interaction – multimodal user interfaces aiming at mimicking the human
communication skills that use several modes of communication (voice, handwriting, gesture,
gaze…) could offer a natural and transparent way for dealing with the complexities of interaction
while hiding them from the user.



Enabling Technologies
A set of horizontal technologies will act as a foundation for the functionality of the entire end-to-end chain.
Areas of work are:

• Security and privacy – to provide services and their content securely between all users, guaranteeing the
privacy of each participant in a media transaction and securing networks against breakdown and
malicious attack;

• Rights management – technology to offer appropriate and fair protection to those who wish to retain a
degree of control over content they have created or acquired when it is distributed over heterogeneous
networks;

• Federated services – services built up from multiple components from different originators; enabling
such services to mobile users with different terminals will require networks and terminals to be aware
of users’ context, including identity management and personalisation; new methods of guaranteeing and
partitioning small payments will be needed;

• Middleware – to develop an open middleware framework providing a stable architecture and application
programming interface (API) dedicated to multimedia for a wide variety of services and applications;

• Human language technologies – to provide language transparency to allow all citizens to become e-included
in the information society.

Conclusion
The research and development work described in this Strategic Research Agenda can be fulfilled through the
European Union’s seventh Framework programme, other international programmes such as Eureka and the
programmes of the Joint Technology Initiatives, and the national programmes of the Member States. It will
serve to fulfil the NEM Initiative’s vision, achievement of which will not only maximise economic growth in
Europe; it will improve the quality of life for all Europe’s citizens – the users of networked electronic media
services – whose importance has been stressed throughout.

10
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1. JOINT EVOLUTION OF MEDIA AND NETWORKS

The European Technology Platform on Networked Electronic Media, the
NEM Initiative, foresees a future when all will be able to generate,
manipulate, use, and enjoy any kind of electronic media content –
wherever they are. Electronic media content will include not only the
audiovisual services of today such as telephony and television but also a
wide range of interactive services across all realms of information,
education and entertainment, offering a wide range of new business
opportunities.

This future is elaborated in the NEM Initiative’s Vision document(2) which gives three main aims for the 2015
timeframe:

• A leading European networked and electronic media industry competitive with other business
regions in the world

• Public and private partnerships, which are coordinated at the European level to ensure optimum use of
investment efforts by individual Member States to consistently contribute to the European position in the
world;

• Consistent research teams working in cooperation and in competition achieving visionary and
challenging goals;

• Partnerships on a win-win basis with other regions of the world.

• A regulatory environment favouring the deployment of NEM technologies to improve the quality of
life and maximise economic growth and skilled employment in Europe

• Effective public policies in domains such as health, culture, education, government, E-inclusion,
based on understanding the social, cultural and economic impact of NEM technologies;

• Open standards and interoperability as powerful enablers for growing and emerging horizontal
markets that are highly competitive and avoid the locking-in of consumers.

• Open business models across the value network and novel revenue generating models

• Enlarged European market for content creation, management, distribution, presentation and
consumption by and for users;

• Empowered end-users accessing any content, anytime, anywhere from trusted services and
applications in a simple, secure, fast and reliable fashion.

2-See www.nem-initiative.org



To make this vision a reality requires the development of a seamless, pervasive network and easy-to-use tools
for generating, searching, accessing, transforming and delivering media content. This Strategic Research
Agenda outlines the technical work needed to achieve the vision, concentrating on what needs to be done
rather than the form of technology required to achieve it.

The NEM Initiative follows a unique path into the future because it deals with ‘content’ from both the users’
point of view and the technical perspective. Both views are essential if new services, with new commercial
opportunities, are to work well and to be attractive to a wide range of users from different backgrounds and
with different applications. For the first time, media and content will be tightly linked to the network and the
infrastructure. The only interface visible to the user will be the networked media itself in such a way that
technical aspects are entirely hidden from the user.

The realization of the NEM vision requires big changes in the handling of media compared to today’s methods.
This Strategic Research Agenda sets out the technology changes that will enable today’s network
infrastructures to evolve towards the vision(3). But research on disruptive solutions should also be fostered:
tackling old problems from an unexpected point of view has always produced the most innovative solutions
which have really advanced the technology.

The NEM Initiative’s Strategic Research Agenda aims to inform the workplans of the European Union’s seventh
Framework programme, other international programmes such as Eureka and the programmes of the Joint
Technology Initiatives, and the national programmes of the Member States.

1.1 State-of-the-art and apparent trends in 2007
First, a snapshot is presented which illustrates the currently scattered environment of mixed communication
infrastructures, different service concepts, and inconsistent or incompatible media content formats.

The media industry consists of a value chain creating, storing, adapting, aggregating, delivering, and
consuming ‘content’. The NEM Initiative considers content to be understandable information made available
to a user at any stage of the value chain. This definition of content includes both the ‘essence’ – the data
representing text, audiovisual services, games programs etc. that is the object of the value chain – as well as
the metadata that describes the essence and allows it to be searched, routed, processed, selected, and
consumed. The value ‘chain’ is increasingly becoming a ‘mesh’ as consumers are increasingly becoming
originators of content and stored content is increasingly reused and repurposed.

At present, most content is produced by a craft process, for broadcast services or for recorded retail
distribution. Normally, the user either has to make an appointment (through a broadcast schedule) to
consume content or has to buy the physical medium supporting the content, for replay on specific equipment
(DVD player, portable media player etc.). Download of content over networks is still in its infancy and beset by
problems of rights management, format conversion and incompatibility of devices and software.

Broadcasting is normally over-air, using spectral bands reserved for this purpose. Broadcasting of audiovisual
content over cable networks is almost ubiquitous in a few countries, but little developed in others. Distribution
over telecommunications networks is in its infancy; telecommunications networks are still mainly used for

12
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person-to-person communication. The use of wired telecoms networks for data services to the general public
is generally treated as an ‘add-on’, using ADSL over copper twisted pairs for the final connection to the user,
though experiments are at last starting on ‘fibre to the home’. Wireless telecommunications networks are
almost entirely digital, with some experimental content distribution services.

Europe is going through a transition from analogue broadcasting standards to new all-digital standards.
Digital broadcasting offers a wider range of interactive services offering the possibility of much wider
innovation in content formats. Technically, it gives better spectral efficiency, enabling broadcasters to offer a
much wider choice in the same bandwidth, or to reuse spectrum by introducing new media formats such as
HDTV, expanding the range of services. Broadcast services continue to be available, but using all-digital
standards, with additional data services and interactivity.

Increasingly, content is becoming available on demand, both through storage in the home and on request overmany
different networks from content producers and aggregators as well as from broadcasters. On-demand content
comes not only from professional producers but increasingly from individual users. The industry is moving to a
seamless integration of broadcast content with on-demand content chosen by the user with the help of intelligent
agents using descriptive metadata distributed as part of broadcast content and via metadata aggregators.Here, we
will see a close relation between the creation of content and services and the capabilities emerging inside the
terminals. An example, currently changing broadcast dramatically, is the personal video recorder (PVR).

A marked trend is the explosion in social networking internet sites which combine person-to-person
communication with audiovisual content. In these sites, content is becoming a form of communication in its
own right, reflecting the fundamental human drive to communicate and interact – and to find and exploit new
ways of doing so. It will be an important aim of future developments to make these new forms of
communication more readily available to all.

New concepts of multicast distribution are necessary to realise a mass market for IP oriented audiovisual
services. For the voice and video streams it is not acceptable to need a personal computer as a receiver.
Therefore the internet architectures have to improve further and merge with other services to get terminals
with reasonable cost structures.

Networked electronic media have been enabled by data compression. However, most video compression
algorithms are pixel based; object recognition could revolutionise video coding. Video coding generally treats
pictures as ‘flat’, whereas surround-sound audio coding can localise sound in three dimensions.

There is a wide variety of distinct technologies in use, each adapted for a different application. Audio CDs use
different standards from digital radio and from voice telephony; wireless data networks are not suitable for
delivering continuous services such as video. There is little compatibility between devices, making seamless usage
impossible. A games console will not receive broadcast TV, for example. There is generally no communication
between applications: different devices are unaware of each other (unless they cause each other physical
interference). A technology defines a service, often to the point where the name of the technology becomes the
name of the service (for instance, the ubiquitous “mp3 players” although the actual audio coding format is
irrelevant). This leads, by and large, to clearly separated usage scenarios: a telephone is a telephone and a radio is
a radio – combining them in one handset offers nothing extra in terms of services.

13
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For service delivery, only telephone, broadcast and mobile phone networks are close to ubiquitous. Wireless IP
networks are confined to ‘hot spots’ in dwellings, hotels, airports etc. Each wireless network has its own access
control – and even when access is achieved there is no guarantee of compatibility at the application level.

Apart from some well-established technologies like basic telephony and broadcast reception, new technology is
far from being easy to use. Many applications are difficult to install and configure, and often will not work at all
until configured. User interfaces are counter-intuitive and clumsy, producing incomprehensible error messages
without apparently being misused. This reinforces the ‘digital divide’ between a (usually) young technologically
literate class and a (usually) older class of people who have no acces to new technology, or who are afraid of
technology they do not understand; these people are excluded from the benefits the technology could bring.

This division is exacerbated by somemarket participants who use proprietary technology as ameans for creating
vertically integrated closed markets to lock users in. An example (though far from the only one) is rights
management technology, which may be invisible to users until they find that it prevents them from enjoying
content they have acquired legally, in the way they want to use it. Such technology barriers may be used in an
attempt to prolong the life of a business model that would otherwise have been rendered obsolete by
technological developments.

Although technology can be used to create barriers, it more often creates new opportunities, new applications,
new services that can transform people’s lives and create wealth for all. It is those applications of technology
that the NEM Initiative would like to encourage to fulfil its vision for 2015.

1.2 The vision for 2015
The NEM Initiative foresees that by 2015 electronic
media will appear as a ubiquitous service, easily and
simply available to all users for professional and
recreational purposes. Of course, the simplicity may
mask many layers of complexity – the point is that the
user should not need to care about underlying
technologies.

For this to happen, fundamental changes will have to
take place in the in the course of the next ten years.
These fundamental steps are analysed in the following
sections individually for each affected domain.

1.2.1 Fusion of transmission technologies
The distinction between today’s basic routing technologies – such as unicast, multicast and broadcast – must
become invisible, not only to the user but also the media application itself. The user’s needs will be the key to
an automated selection, from the possible network infrastructures, of the best infrastructure to provide the
service required with the terminal available to the user. This also includes the efficient and flexible hidden
selection of an appropriate feedback channel if needed.
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1.2.2 Media becomes networkable
In this process media transforms into an integral part of any kind of network rather than being understood as
the transmission of a certain type of content from A to B. Somebody communicating or someone creating
media content (privately or professionally) will not need to care anymore about how recipients are going to
access it. The creator or the rights owner will be able to set fair usage conditions in a flexible manner, if it is
necessary to do so.

1.2.3 Media becomes ubiquitous
Although professional content production will remain an important industry, the traditional distinction
between the creator or producer and the end-user or consumer will change radically: content will come from
any user. To take some examples from today’s applications, a ‘user’ might be a private individual sharing
photos, a recreational music producer, an originator of a semi-professional video, or a specialised branch
news agency. Of course, more flexible networks will generate many new applications.
For each of these users, the only interface will be media itself. The entire technology behind the application is
completely hidden. To make it hidden, metadata is needed to describe both the content and the application. In order
to generatemetadata for rich-media content, highly sophisticated and user-friendly indexing engineswill be required.

1.2.4 Context-aware environment
To provide ubiquitous, user-friendly services, the infrastructure will need to be able to recognise the user, to
know the user’s needs (for instance, what kind of media communication does the user’s application need, what
language does the user prefer to use, does the user have any disabilities?). Similarly, the user’s terminal will
need to be able to recognise its environment (where is it, what services are available to it?) and configure itself
to adapt to its environment. Such context-awareness implies concerns over privacy: access by others to data
the user considers private must be under control of the user.

1.2.5 Intuitive and multimodal human-machine interfaces
The human-machine interface is the key to inclusive use of new technology by all, by hiding complexity from
the user. Intuitive and multi-modal new generation interfaces will offer a more natural way to interact with and
within media environments. Such interfaces might use avatars and could include, for instance:

• Voice control;
• Pointing gestures;
• Control by eye movements (e.g. for handicapped people);
• Smell;
• Human type of interactions (virtual hands, arms, etc.).

1.2.6 Switch mindset from technical terms to media terms
To make networked media communication inclusively available to all, terminology will also have to change
from being technology oriented (‘FM’, ‘MP3’, ‘DVB’ etc.) to being application oriented: using or consuming any
kind of media should be known by its content and not by the technology used. Even formerly obvious terms
like “TV” will be inappropriate when sharp limits between watching a live TV programme and a video stream
on the internet have disappeared.



1.2.7 Affective media retrieval
People consume media primarily to get emotional needs satisfied, not just to get information. Nowadays
‘channels’ may represent linear programme sequences and ‘brands’ may represent a certain media offering,
from which the consumer can choose. In future there may be genre-based playlists representing moods and
degrees of user involvement, such as:

• Entertain - lean back, e.g. game shows;
• Entertain – lean forward, e.g. gaming;
• Inform – lean back (e.g. news programme);
• Inform – lean forward (interactive services).

The playlists may reference both ‘push’ (pre-scheduled) and ‘pull’ (on-demand) content.

The means and mechanisms by which content is marked up with what could be described as emotional
metadata (how did this content make me feel) will need investigation. Some metadata will be derivable from
the media itself, some may be explicitly added, and other metadata my come from peer and community
sources (‘When I watched this I felt…’). How we can categorise this information and create taxonomies to make
it relevant is another question that will have to be answered.

1.2.8 Creation of media communities
Although limits between formerly distinguishable
forms of media consumption and content provision
are melting, users still want to experience collective
events – scheduled events such as the broadcast of a
specific TV programme or real events such as a
football match or a state occasion. Talking about the
same “movie” people have “seen on TV” the night
before is an important part of the spirit of
togetherness amongst peers.

Networked electronic media will continue to offer
this kind of shared experience to existing groups
such as the nation, the workplace, the club, the
village, or the family. It will enhance the experience

by making it independent of physical presence: no longer will a business trip be a reason for failing to
contribute to the school parents’ evening or a local concert!

Networked media will also allow new groups to form, defined by their media interests. They will be able to
create their own scheduled events – created by an individual member of the group, or collaboratively – and to
interact as a group to participate in them and to discuss them, wherever the members are. In such groups,
interaction and communication generally will melt together as an integral part of media.

16
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1.2.9 Multi-modal models to describe our environments
In the audio world, spatial representation has been integrated for many years – first with stereo, then with
surround-sound. Most other media components lack such realistic rendering: at present: video is just a series
of two-dimensional pictures reproduced on a flat surface. To offer exciting new creative possibilities, video must
be represented in a much more human way, by realistically modelling entire media environments on an object-
by-object basis. This will allow multi-modal and three-dimensional presentations of media content that the
user can step or almost “dive” into. It will be possible to ‘capture’ entire objects for re-use in new applications.

1.2.10 Seamless and intuitive service handover between devices and environments
Users should be able to access services wherever they are, whatever terminal they are using, with seamless
handover as they change from one terminal to another. Users cannot expect the same experience, for example, from
viewing a footballmatch on a handheld screen as on a fixedHD display, but they should be able to access the service.
This will require appropriate coding of content, perhaps hierarchically, so that it can be reproduced appropriately on
awide range of devices, allowing the content creator to offer the same content to awide range of terminal equipment
without further adaptation. Terminals will needmiddleware – the software that turns a terminal into a platform that
can support multiple applications – that can extract the appropriate elements of the signal.

1.2.11 ‘Federated’ services
Seamless handover between devices and environments will allow users to move around, maintaining sessions
across devices and networks, from a fixed terminal at home to a handheld to a terminal in a train, for instance.
It will also allow service operators to offer complex services built up from multiple elements from different
originators, offering valuable commercial opportunities for service differentiation.

1.2.12 Rights management
European and national law recognises the right of content creators to be identified, and to have fair control
over the re-use of the content they have identified. And some business models require that the delivery chain
include rights management technology to enforce these rights to ensure payment for services provided. Such
technology is often given the abbreviation DRM (for digital rights management – although ‘DRM’ is actually
registered by the Digital Radio Mondiale consortium).

There are alternatives to managing rights through technical means. Levies, taxes, or fees can be imposed; and
content can be marked by technologies such as watermarking so that ownership can be established and
appropriate payment can be enforced by judicial process. However, such actions are effective only at national
level; in a global market they are more difficult to implement than rights management technologies.

Where technologies for rights management are used, they should be considered as a business tool enabling any
user to flexibly provide andmarket content while retaining influence on possible future use of the content. Rights
management systems for the future should permit rights holders and content owners to exchange audio-visual
material (whether for financial reward or not) with associated rights documentation. Such systems will have to
interact with electronic commerce systems for controlling payment schemes and royalty chains.
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In this view, rights management can be seen as an aspect of media communication like any other, and thus subject to
all the requirementsdiscussedabove: technologies for the futuremustbeubiquitous, and interoperableacrossdifferent
vendors, networks, and systems, so as not to create unreasonable barriers to use of content. For the consumer, rights
management technologies should not unreasonably prevent access to content. Andwhen users do not have the right to
access a piece of content, they should be informed why the content is unavailable and what they can do to gain access.

In addition, rights management technologies for the future must be trusted by all participants in the value
chain, from content originators to consumers. To gain that trust, technologies must address, in a way that is
fair to all, the rights issues involved when handling audio-visual material in networked and electronic media.

2. MARKET PERSPECTIVES
More detail is given on the relevant research issues in Chapter 3. Before addressing these technological
aspects, the SRA touches on market issues, as technology is always a means to create and shape markets
and the described scenario will influence the business world. At the same time, the business world, and the
markets it creates, must enable the deployment of new technologies to promote new product concepts.
At the core are the users – who are willing to pay only if they see a clear and understandable advantage.

2.1 Business impact
Some of the technology changes needed to bring about the
NEM vision will bring fundamental changes to business
models, offering new business opportunities. Other
changes may lie within existing business models and enter
the market just because there is a substantial benefit for
consumers.

2.1.1 Example applications
• There is a vast market for specialised services revealed
by the phenomenon of the ‘Zipf tail’ – there is a very large

number of customers who want to access (different) items of content that would appeal to only a few
people. This market can be served economically only by a pervasive broadband infrastructure;

• A reliable universal rights management system could hugely increase the value of audiovisual archives;
it could stimulate new applications using archive material;

• Advertising that is targeted and more naturally integrated, and thus more acceptable to the consumer. When
media scenes are object-based, specific elements can be modified or replaced on a user-by-user basis. If the
infrastructure can recognise users, to know their individual needs, then consumers can be addressed with
advertising for products they are likely to need.



19

2.2 Further socio-cultural impact
The NEM Initiative’s members are mainly from the wide business segment of the content production and
distribution industries – network operators, games producers, broadcasters and equipment manufacturers.
Therefore this Strategic Research Agenda is written mainly in terms of those industries’ products. However,
the NEM Initiative is well aware that the realisation of its vision will have profound effects on other aspects of
industry and society.

Ubiquitous media access that has intelligence built in so as to be readily usable to all can, for example:

• Facilitate business (and social) interactions and potentially can be used as a tool to reduce physical travel
whilst increasing collaboration and redefining communities across geographical boundaries;

• Close the ‘digital divide’ between those who are at ease with new technology and those who have no
access or fear it;

• Revolutionise healthcare with remote diagnostics;
• Bring real inclusion to the elderly and handicapped;
• Enable a wide range of e-government services;
• Offer European citizens real participation: the mass media, which have a critical role in democracies,
must make good use of new technology to maintain their level of social influence and relevance.

2.3 Regulation aspects

2.3.1 The role of the NEM Initiative
Because of their large perceived influence and their important role in democracy, the media industries have
always been carefully regulated. The content delivery industries (telecoms and broadcasting) have been
‘deregulated’ over the last few years, turning them from being seen as historical monopolies towards an open
and competitive framework. However, these deregulated markets seem to need adapted regulation to keep
them working as intended. The regulatory regimes applied to the content industries such as broadcasting and
to the delivery industries such as telecoms are inevitably different in kind

Regulation and technological research and development need to keep in close touch. Over-regulation may
limit the opportunities for exploiting the benefits of new technologies; and technological development can find
ways of circumventing existing regulation, or may require new forms of regulation. In order to accommodate
technological and market developments, and new customer usages resulting from convergence, modernised
and flexible regulation covering all media services is required.

Different regulatory regimes at the national level cause problems. The market for networked media is a global
one, yet there is no enforceable global regulation. This limits the free movement of networked media and also
presents security challenges: the global market is open to threats like ‘spam’ and denial-of-service attacks,
as international broadcasting has always been open to jamming.



Regulation is essentially a political process, since for its success it requires the consent of those regulated.
However, regulation does raise technical questions as well as political ones, for example:

• Will a regulatory proposal still be realistic when viewed against the technological progress that is likely
by the time it is implemented?

• Is a new technology likely to come to commercial maturity in a given time-frame?

So Technology Platforms like the NEM Initiative may be able to provide recommendations to plan and arrange
better regulation. It may be on specific technical aspects of regulation that a Technology Platform can best
advise the regulators. The NEM Initiative will continue to discuss how it can best contribute to regulatory
matters and, where possible, it will offer views and recommendations for better regulation.

2.3.2 The opportunities for standardisation
Successful European standards like GSM and DVB show how powerful a single standard can be. The NEM
Initiative encourages standardisation, and prefers open standards where possible(4).

What are the conditions for successful standardisation of a new technology? In the early stages of development,
the technology itself, and its commercial possibilities, are not well enough understood for standardisation to
have a high chance of success. Standardisation discussions are worthwhile to clarify the directions for future
research, but generally this is the ‘Too early’ phase.

Another phase is reached when commercial services start. At this stage, organisations have made significant
investments in the market and will need to protect those investments: they will strongly oppose the imposition
of any standard other than the one they are using. This is the ‘Too late’ phase for standardisation.

With luck, the ‘Too early’ phase will end, with the technology and its capabilities reasonably well understood,
before commercial services start. This leaves a ‘window’ during which attempts at standardisation may well
be successful. Organisations announcing that they intend to start services in a given time frame give a useful
impetus to the process.

But it can happen that the ‘Too late’ phase of commercial services starts before the ‘Too early’ phase has
ended. Services may start in one country for particular commercial reasons, or to serve a niche market – for
which the fact that the technology is not fully understood may not be so significant. When that happens, the
opportunity for standardisation may have been lost: competition law makes it difficult to impose standards by
regulation, and the market may take so long to decide between competing standards that the commercial
opportunity of the new technology is lost.

2.3.3 Interworking: a necessary complement to standardisation
Where a single standard cannot be achieved, it may be possible to ensure that different standards can gracefully
coexist to ensure seamless delivery of services through interworking. This approach is certainly more complex,
since terminals may have to be designed to deal with several different standards. However, technology can help
to deal with complexity. The increase in processing power and the fall in the cost of storage through the
seemingly inexorable application of Moore’s Law can make it perfectly practical to design multi-standard
terminals at little extra cost, and sophisticated software can hide the complexity from the user.
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4- It is important to note that in some contexts 'open' implies a standard accessible to all but with conditions (which may include royalties) on its application.
In other contexts, 'open' implies 'open source', with or without conditions of usage attached, or even freely usable in all applications. However, no standard
can be considered ‘open’ unless any associated intellectual property is openly declared and is available to all on fair and reasonable terms.
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Interworking may have to be enforced by regulation, to ensure that all technologies have an equal chance.
Regulation may also be needed to impose fair and reasonable terms on owners of patents and other
intellectual property rights, if their demands for royalties threaten fair competition.

2.4 Training
The education and training of researchers in NEM technologies
and knowledge gaining is key for the progress of NEM
communities to improve the skills of researchers, workers and
managers thus enhancing the NEM-related technology created.
For this reason the cooperation with other academic initiatives,
such as the long term research “Networked Media Task Force”
supported by the European Commission, and the exchange of
knowledge regarding the ongoing research with other areas in
the world, will help the achievement of the NEM Initiative’s main
objectives.

Cooperation of industry and academia will be able to devise and promote new pan-European qualifications,
from higher degree level down to operational training.

3. MOST IMPORTANT RESEARCH TOPICS
This chapter gives descriptions of the research aspects needed to fulfil the NEM Initiative’s vision for 2015.
The topics are addressed according to the following diagram.

Structure of described research fields

Content creation

Underlying enabling technologies

Delivery
Media

presentation
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3.1 Content creation
‘Content’ was defined above as ‘understandable information
made available to a user at any stage of the value chain’,
including both the ‘essence’ – the data representing text,
audiovisual services, games programs etc. that is the object of
the value chain – as well as the metadata that describes the
essence and allows it to be searched, routed, processed,
selected, and consumed. The NEM Initiative’s understanding of
‘content’ thus goes well beyond the products of the traditional
media industries such as broadcasting and computer games.

Until recently, content creation was the preserve of
professionals and was very much a craft process. In future,
content will be much more widely produced and the production
industry will have to change to reflect this process.

Recent experience has shown that take-up of new digital platforms is strongly driven by the availability of new
services. Users will not buy into a new platform just because it is new or digital. A key objective of
technological development should be to make possible new forms of content that will help to drive take-up;
and the new forms of content will shape and orient the technological development.

The people who originate compelling and successful audiovisual content – not just script writers, producers,
journalists, graphical designers, but also managers in the whole audiovisual media industry - must see the
need to embrace new media. Talent must be brought to the NEM arena. R&D workplans must include
creativity in the ideas behind audiovisual content (sometimes called programme formats), and evaluation
guidelines must ensure that it is equally rewarded with technological creativity. Cross-disciplinary, practice-
based research involving real production teams and real audiences is essential.

Finally, with a potentially significant increase in new formats, more clarity will be needed around the
protection of intellectual property relating to these programme formats, and how (and if) copyright rules can
be applied.

3.1.1 Representation of content
Content consists of dynamic or static data, the components used to render these data, the interactions
between the components and the mechanisms to adapt the rendering of the content across various networks,
devices and user contexts. All these components can be represented in a file format for content including
video, audio, data (such as subtitles), and metadata (note that this content file ‘format’ is quite different from
the programme format referred to above, and from the line/frame format of the video, which will be described
by metadata).

A new content format must allow content to be rendered in different ways appropriate to different terminals –
from HD displays to handheld screens, or from multi-speaker setups to a single earpiece. This could be done
hierarchically. In the context of MPEG-2, hierarchical coding was shown to be less efficient than simulcasting
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for distributing content in different resolutions; however, this conclusion might not apply to other compression
algorithms.

The NEM Initiative would like to see a content format relying on open (and, if possible, open-source) standards
that are widely used and shared between large communities of the whole content publication chain. The
format should allow dynamic adaptation and scalability through a multi-publishing platform and should be
common to the widest range of public and professional production tools. Standards must be interoperable, for
instance by standard software plug-ins. The aim is that manipulating multimedia content should be as simple
as – or if possible, simpler than – editing text with a word processor.

The ultimate goal should be to have a new generation open format to replace or subsume all the current
formats, and able to manage synchronised contents such as audiovisual streams, whether the publication chain
is based on a rich client or on a thin client. That format should embed as much of the semantics of the content
as possible and be human readable, following the approach that was a key to the success of XML and HTML.

The open-source approach should be encouraged because it is more flexible, but it needs a new business model.
Open-source standards must be maintained and improved continuously just as proprietary ones must be.

Modelling formats

More and more, in production of linear video content – as well as in producing interactive content such as
games – reality will be augmented, refined or even substituted by synthetic models. Some video coding
standards already incorporate elements from real and virtual worlds. VRML elements or animated human
characters are examples.

Multi-view video is a key technology that will serve a wide variety of applications, including free-viewpoint and 3D
video applications for the home entertainment and surveillance business fields. Multi-view video coding and
transmission systems will probably form the basis for next generation of TV broadcasting applications and
facilities. Multi-view video will greatly improve the efficiency of current video coding solutions performing
simulcast of independent views. HDTV multi-view video will probably reshape consumer behaviour significantly.

Believable virtual characters or avatars are key elements of future virtual reality, telepresence and
Interpersonal applications. They can be used as assistants or companions, with dialogue and non-verbal
behaviour capabilities; they can be used to represent humans for inter-personal, collaborative applications
(from professional applications to games). In any case they must convey information and be believable in the
human-machine multimodal interaction and in their relation with other virtual characters. Their use in
interactive networked environments will increase, and a trade-off must be found between quality of animation
and real-time interaction.

Some interactive avatars exist; but they lack realism and credibility in co-articulation and gestures when they
have to be rendered in real time, as is necessary for interaction with humans. We need to go further in
believable, expressive rendering, better co-articulation rendering and synchronization of audio and body
language to make avatars acceptable in multicultural contexts. "Intelligent", context-aware and semantic-
based control of avatars needs more investigation. Scalable rendering depending on the context (human
interaction, network, display), including mobile and immersive display (holographic display) should also be
addressed. A standardised control language for avatar characters should be developed.



Content formats must include sound. Auralisation is the realistic creation and rendering of a 3D sound scene:
sound source position, orientation and size, reverberation, occlusion, obstruction over different means of
reproduction such as stereo headphones or a loudspeaker setup. The aim is to create sounds that are
indistinguishable from real sounds coming from real objects from a precise position in space.

Auralisation technologies will be more and more used in games. The game market will help auralisation to
enter the multimedia content market (music, video, TV, and rich media contents). Specific authoring tools and
players will be developed for the multimedia content market.

Scene-based content description

A scene is a combination of different audio and video objects – or a composition of scenes itself. The scene can
be described by describing the most important elements of it and how they should be rendered to generate the
presentation. This description is then independent of any specific output device that might be used to reproduce
the scene, and of any scenario for using it. The content creator or assembler can prioritise specific elements
(objects or scenes) and can thereby influence the rendering process. Simple alternative elements, objects and
scenes can be provided that can replace more complex low-priority content if necessary.

When the scene is to be reproduced, the reproducing terminal interprets the scene description for rendering,
depending on the terminal capabilities, location and user preferences.

The challenges are to find the balance between device interpretation tactics and customised content creator
specifications or concepts and how to prioritise the rendering and how to render less important parts.

Metadata (including indexing and search engines for rich-media content)

Metadata (data about data) can be classified as ‘descriptive metadata’, describing the structure and meaning
of the different components of audiovisual content, ‘functional metadata’, specifying, at a high level of
abstraction, the processing operations that can be performed on the content depending on system conditions,
and ‘semantic metadata’ providing descriptions that can be understood and processed not only by human

users, but also by machines.

Among the different possible types of metadata, ‘profiles’ and
‘policies’ are considered of increasing interest and are already
widely exploited in open and dynamic distributed systems.
Profiles represent characteristics, capabilities, and requirements
of users, devices, and service components. Policies express the
choices ruling system behaviour, in terms of the operations that
can be performed upon service components. Policy metadata
enables the flexible management of complex systems: policies
can dynamically regulate the behaviour of system components

without changing application or system code, and without requiring the explicit cooperation of the components
being governed. By changing policies, a system can be continuously adjusted to accommodate variations in
externally imposed constraints and environmental conditions. Policies are maintained completely separated
from system implementation details and are expressed at a high level of abstraction to simplify specification
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by system administrators, service managers, and even final users. Application of policy metadata will allow
context-aware applications – applications that are able to adapt their behaviour to changing situational
conditions.

There are many different metadata standards (or metadata models), such as Dublin Core, MPEG-7, LOM
(Learning Object Metadata), OWL (Ontology Web Language); these standards are specialised in different
knowledge areas, but it is difficult to match meanings of metadata expressed in different standards in a
general search process.

Important areas for research are:

• Collaborative definition of ontology for audiovisual content to add more semantics and enrich the
description of audiovisual content;

• Automatic generation of metadata; this is much easier to do when the content is being created, but
automatic or machine-assisted generation of metadata from existing content would enormously enhance
the value of archives;

• Harmonisation and integration of different metadata models, to facilitate translation and interoperability
between different metadata standards;

• Collaborative generation of metadata, where users are invited to contribute semantic metadata by
‘tagging’ content;

• Semantic search of audiovisual content;
• Realisation of useful context-aware services.

3.1.2 Tools for content creation and manipulation

Content capture

Transducers for capturing content include sensors and actuators for human senses: audio, video, taste, smell,
touch, and for other parameters (temperature, position, motion, force…). Today the only transducers that can
be considered relatively mature and massively deployed are the audio and video ones together with certain
very specialised applications – keyboards, mouse, joystick. Metadata parameters such as time and position
can be captured through satellite services such as GPS.

The main objectives are:

• Significantly enlarge the set of human parameters and “senses” that can be detected, digitally
manipulated and rendered by consumer transducers;

• Evolve transducers and device/resource management architectures to support the evolution from mono-
device (few senses) service experience to a rich multimedia experience achieved by coordination of
multiple transducers.

Content manipulation

A new generation of authoring tools is needed, taking into account the increasing relevance of user-generated
and community-generated content. The production of interactive content will become the most important
element of content production. Content produced by organizations for public consumption will ask for
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contributions from individuals; and individuals will wish to personalise and adapt content produced by others
and to make it available to third parties. This includes metadata creation and adaptation for the interactive
content, by means of both automated and collaborative methods: content becomes useless without metadata.
Collaborative tools for metadata production, in particular for video (social segmentation and tagging of video
material) is necessary.

The main requirement is the realisation of more economical and more easily usable tools for content
production. One example emerges in the gaming industry, where there are barriers to market entry similar to
those of early film or television. The costs of creating new products and prototypes are much higher than in
other media sectors. It is therefore crucial that content developers have better access to technology that
enables them to create content and implicitly opens the way to distribution channels.

Auralisation authoring tools already exist for game developers but they are still far from having the maturity
of graphic authoring tools. For music, video, TV or rich media content there are hardly any authoring tools
using auralisation features.

In the future, home / personal content production will play an important role in the market – and will be
important as a means for citizens to make their views available as freely as organisations do now. The focus
will be on making the residential user a major player in content production, thus enabling a potential growth
in the market for content together with a cultural enrichment of European society. The usage context needs
to be taken into account: TV scripts and their style guides, for example, will not be the same for traditional TV
as for video content products shaped for 3G phones. Crucial topics to be covered are the following:

• Content manipulation tools running on domestic equipments that can easily support the capturing and
assembling of content relating to family life and specific genres such as sports, culture, entertainment;

• Auralisation tools adapted to the type of content to be created (game, music, video, TV, rich media, etc.)
and that allow content creators to produce content that takes into account the features provided by
auralisation technologies (interactivity, realism, immersion, customization, adaptation to the terminal).

• Publication and delivery systems with a suitable mix of centralised and de-centralised topologies,
dynamically adapting according to the size of content audience;

• A whole new set of context-aware metadata must be developed for interactive content;
• Above all, such tools must be intuitively usable - this will require trials with wide user groups in several
stages to refine tool requirements and measure the benefits;

• Content production tools should include monetization solutions – simple and reliable means for content
producers (including individuals) to sell their own content.

Content adaptation

Content adaptation is the ability to tailor content to the current circumstances of the user. The adaptation
required is determined by the capabilities of the terminal(s) and equipment available at the user's current
location, the capabilities (such as bandwidth) of the communication networks at the user’s disposal, and the
physical circumstances of the user - who may, for instance, be visually impaired. Such adaptation must be
transparent to end users, so that they do not need to know all the technical parameters that may be of
influence. Content adaptation is related to content personalization, which is concerned with tailoring content
semantically to the user's requirements.
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Several different forms of content adaptation may be identified:

• Selection of the most appropriate content version among a set of statically pre-prepared versions;
• Scalable formats, where higher quality or more complete versions are built up by adding to lower quality
versions and the components relating to the appropriate quality level can be selected;

• On-the-fly production of new content versions (dynamic downscaling, format transcoding, merging of
different media channels, …);

• Dynamic binding to the resources and service components that best fit the currently applicable context;
• Content management function able to support changes in the user’s context such as automatic
suspension and service recovery.

All of these require appropriate context-sensitive metadata as part of the content being delivered. The
research needed is in the generation and application of this metadata.

3.1.3 Automated semantic annotation
This topic is concerned with automatic generation of metadata. Simple descriptive metadata such as time and
place, camera andmicrophone settings can in principle be capturedwhen content is produced. Semanticmetadata
can be entered by the producer, perhaps prompted by the capturing device. However, vast amounts of content
already exist in archives for which no metadata is available beyond, perhaps, a pencilled note on a can of film.
Without metadata this content is almost valueless. Can semantic metadata be generated from the content itself?

The main aim is to develop advanced automatic analysis and recognition tools and systems for audiovisual content
capable of generating highly semantic metadata in a very fast and reliable way. Only a few indexing techniques can
be considered as mature and effectively deployed: audio and video segmentation, image and music identification,
detection of recurrent shots (e.g.: news anchor) and speech-to-text transcription in very favourable conditions.
Currently the analysis consists of the automatic determination of a set of low-level parameters forming feature
vectors that are subsequently classified intomeaningful categories. All other recognition techniquesmust progress
a lot in order to achieve the minimum level allowing their use in operational services.

For almost all recognition techniques (vocal, person, object, event), stress must be put on relative
independence of content type and recording/capturing conditions, essential for reliable and effective use.
Knowledge-assisted complex scene understanding is an ambitious but natural goal for more advanced
functionalities. One-pass recognition of multiple entities is also a fundamental topic to address to maintain
acceptable processing complexity.

Within object recognition there are two basic levels. The first is physical recognition that separates objects to
allow object based coding, improvement of coding efficiency (by applying parameter models to the moving
objects) and for adapting the focal point (e.g. in foreground/background separation). The second, more
demanding, level is the semantic object recognition that not only extracts an object but also deduces its
meaning (e.g. "the Renault of Fernando Alonso" or "the British Prime Minister"). Object recognition can be
supported by fusion of data from several sources (video, audio, pre-existing metadata).

Semantic techniques have recently started to be applied within multi-agent systems to provide software agents
with reasoning capabilities that allow them to exhibit intelligent behaviours, especially when involved in mutual



interactions. In fact, semantic languages make it possible to assign to a generic resource a well-defined
meaning, expressible in a format that can be acquired and subsequently processed by a machine, possibly to
draw new conclusions from the existing facts. To support suchmachine-understandablemodelling of semantics,
ontologies – explicit conceptualizations of a knowledge domain – and automated reasoning tools are used.

Once objects are extracted, coding can be adapted and semantic information can be generated. Automated
indexing, multimodal fusion (e.g. overlaying a politician's speech with its original script) and object-based data
retrieval/search engines are typical examples.

For restricted application scenarios (monitoring, political talks/Parliament debates) demonstrators have been
built that show the viability of object recognition and data fusion. The integration into an overall framework for
automated parameter and metadata extraction, however, is missing.

The most promising topics for further research are

• 3D-object recognition on a physical level (extracting the object itself and applying a complex motion
parameter model);

• 3D-object recognition on a semantic level (identifying the object);
• Definition of ontologies for restricted application scenarios;
• Automated indexing;
• Data fusion (video, data services, audio, metadata). Early, late and recursive fusion must be elaborated.

The semantic level of object recognition is a field that needs a variety of technologies that are only
implementable in collaborative RTD efforts. Ontologies that bring together the physical parameters of objects
with potential semantics (at least in restricted application scenarios) form the baseline. Object databases (e.g.
all national politicians in a database supporting indexing and fusion for debates in a legislature) have to be
generated and standardised query and modelling languages have to be developed.

An extension of semantic annotation is content summarising: generating a condensed version of a given
audio-visual document, programme or full channel broadcasting providing an overview of the most relevant
information or events of interest present in the content. Summarization possibilities strongly depend on the
nature of the content itself: news, sport, musical programmes, etc. Moreover it is important to consider the
interaction between humans and machines in order to ensure correct perception of the summarised content.
Technologies capable of generating adaptive summaries will enable video summary distribution in diverse
contexts: fixed & mobile TV and VoD, video conferencing, video surveillance.
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3.2 Networking and delivery infrastructure
3.2.1 Intelligent delivery

Users must be able to access services of all kinds, regardless of the underlying
network infrastructure. And all services must be expected to be interactive, so
that a return channel must always be available – whether through the network
used for delivery or a complementary one. Moreover, there must be no significant
service interruption when network access changes, perhaps because the user
has moved: the services must be provided seamlessly. The necessary support
functionality – so-called enabling services – may be part of the network
infrastructure itself or part of the terminal. Essentially, the service components
are distributed across the infrastructure and the business models define the
location of the enabling services.

Achieving this aim will require intelligence to be built into the network. But it will
also require that content is generated to be capable of adaptation to the network
resources available at a particular place and time.

Network intelligence

By 2015, services must be created and delivered to end-users much faster, and constituents of an application (the
service components) will come from a larger community of partners. Service logic will be highly geographically
distributed. The end-user experience will be highly individualised based on user context, role, preference, behaviour.

By 2015 it is envisioned that networks may all be multi-provider and multi-service. In this scenario the network
provider will sell connectivity to service providers in fair competition with other network providers. The user will
no longer buy connectivity but services, and new business roles like "service brokers" will appear in themarket.

The key concepts of ‘Next Generation Network’ architectures are control of services independently of the bearer
resources, and open and standardised interfaces between the services control and the resources control.
These new architectures will provide more flexibility regarding support of new services and will optimise the
use of network resources. They will support high-quality basic services with multi-usage components as
building blocks (such as identity management and access control) and will guarantee quality of service.

Further research is needed on:

• Design of an open and standard architecture enabling multi-operator service trading and a fair value-
added chain;

• Handover and roaming mechanisms to seamlessly operate services for consumers on the move;
• Mechanisms for collecting and processing cross-layer and cross-domain information from
heterogeneous networks and terminals;

• Handover triggering solutions capable of selecting networks optimally by taking into account the
requirements of the application;



• Application of user profiles and user contexts to enable personalisation of services for all users, while
protecting the users’ privacy;

• Dynamic composition of services from a large number of finer grained services of which the behaviour
and characteristics depend on context, proximity, time;

• Service middleware for highly distributed networked environments where interaction between loosely-
coupled fine-grained services is triggered through advanced messaging mechanisms;

• Provision of an extensive multi-access test network to ensure interoperability of different network
technologies and applications.

3.2.2 Quality of Service
The network infrastructure must allow all kinds of services to be offered to users, wherever they are. It must
offer control and monitoring of such services end-to-end, including the control of ‘quality of service’, QoS.
Operators currently measure QoS in network terms such as bit-error ratio and maximum throughput.
However, what the user perceives is a service or application that works or doesn’t work. Operators will need
to use techniques such as behavioural modelling and channel prediction to explain to users what they can do
to make their applications work with the network that is actually available. This requires elaborate
technologies, as sessions and services must be monitored, adapted, seamlessly rerouted, billed, and so on –
and such intelligence may be distributed across the entire network or across hybrid networks.

In order to operate in heterogeneous networks where the underlying network connection may be transferred
from one access technology to another (e.g. from WLAN to optical to 3G), applications need to include
mechanisms to adapt their operation to tracking and changing network QoS. This will require mechanisms for
collecting network status information from the transport stream and from the network interfaces to make fast
adaptation decisions. These decisions will be application-sensitive, because different applications have
different QoS requirements – for instance, file transfer requires error free delivery but is tolerant of delay,
whereas many audiovisual services require very low latency but can tolerate occasional errors.

What is needed, therefore, is a service-centric network (which could be interpreted as integrating a “service
plane” in the network architecture) with user-centric interfaces. The challenges include:

• Migration of higher-layer intelligence in the access network closer to the end-user so that network
operators can interact with the delivered multimedia services;

• Advanced service-aware QoS strategies to inform the network traffic engineering capabilities;
• End-to-end solutions in which users are also content broadcasters and service providers (unicast and
broadcast);

• Constructs that complement the management and control planes, to create and maintain high-level
knowledge of the network, its usage, and its behaviour, and to integrate, reflect on and draw
interferences from that knowledge. In particular, dynamic reconfiguration capability is included to
achieve optimal resource exploitation, while enabling multi-layer traffic engineering, which combines
functions in the various layers to optimise performance and QoS;

• Monitoring tools to determine the characteristics of the subscriber's access, which may be wired or
wireless;
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• Lightweight mechanisms for balancing competition between different flows when the network resources
are scarce taking account of the requirements of different applications, users’ preferences and operators’
policies;

• Techniques for managing and configuring user devices remotely: most users do not have technical skills
to configure future networks devices, so terminals have to configure themselves, or they have to be
configurable remotely by a service provider.

3.2.3 Networking types
Network architecture is about the organisation and structure of
networks and their connections. In the context of NEM, the scope
spans from the core network to body area networks. As a network
does not consist only of connected wires, the understanding is that
physical connections, interfaces, medium access controls, and
protocols are included as well as operational aspects such as
resilience and reliability.

Network architectures need to evolve from the concept of isolated
infrastructures of service providers and customer premises
networks to a multi-provisioning of services based on wired and
wireless hybrid heterogeneous networks for broadband, broadcast
and mobile. The requirements of the users have to be covered
without the users needing detailed knowledge of the networks across
which the content is conveyed. Network providers must improve the

seamless capacities and convergence of networks, not only based on management protocols or gateways but
also in a real advance in the network convergence.

Networks are still being viewed as connectivity pipes independent of what flows through them. Such a view
was sufficient when the traffic flowing was not diverse. But with increasing diversity in network traffic and the
explosion in the location and number of end-points for these pipes, the traditional view does not meet the
needs of networked multi-media.

At the technical level, different services have different QoS requirements. At the business level, if an end-user
wants to interact with a particular multi-media content, it should not be necessary for the user first to have
separate negotiations with the first/last mile provider, internet access provider or broadcast TV provider, etc.
The ideal network is the network that is invisible to the end-user and that regulates itself dynamically to meet
the needs of the end-user, of course within the cost constraints chosen by the end-user.

Such adaptive multi-purpose networks will generate enormous increases in traffic. So it is important that they
can be scaled to cope with increased traffic at much lower costs to the user.

The main features of the new networks are:

• They have the capability to organise themselves dynamically to suit the needs of the multi-media content
that has to be to be transported between any end-points continuously;
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• They have the capability to tell the user what services are available, when they are available, howmuch they
cost, and how to activate and pay for them and what other actions (eg remote user profiling) they entail;

• They have the capability to prove that the service provided is what was requested (using monitoring
techniques).

To provide these features, some kind of functional plane will be needed, enabling per-application control
without the need to build per-application network infrastructure. This functional plane can be thought of as a
loosely coupled distributed system with global scope, made up of components running on hosts and within the
network. It will augment the network “control & management” paradigm of low-level data collection and
decision making with higher-level processes and expert systems to learn about its own behaviour over time
Thus it will be better able to analyse problems, tune its operation, and generally increase its security,
reliability and robustness. It will collect and filter network conditions and route the resulting information to
where it is needed, ensuring successful operation even when the information available is limited or even
imperfect.

The result will be a network capable of driving its own deployment and configuration, diagnosing its own
problems, and making decisions about how to resolve them. Given the different types of networks involved, the
number of persons, machines and sensors that will be connected, and the amount of data that will be
generated, a knowledge plane with intelligence to provide aggregation and autonomous control will be
required to keep the networked multimedia world manageable.

Customer premises networks – and particularly home and extended home networks, individual and collective
– are something of a special case. They are governed by the same requirements as outlined above, but they
are owned by the users although in many cases with operation controlled by the network provider. It can
therefore be expected that a much wider range of equipments will be installed, and core and access networks
will have to take account of that fact. Old customer premises networks were specialised by service: twisted
pair for telephones, coaxial cable for broadcast services, and wireless or powerline networks for data file
transfer. Some progress has been made towards integrating services in home networks. However, there has
been little progress so far in integrating telecom and broadcast networks with other networks and devices
(automation, safety, security, etc.). Extended home networks will include networks in vehicles and networks
extending the services available in the main home to other buildings such as summerhouses, as well as
collective networks such as those in apartment blocks.

It must be possible to install a home network with minimal alteration to existing homes. This requirement,
along with the need to work outside the house, practically requires the use of wireless or powerline networks,
both of which have interference implications if they are widely installed: wireless networks may interfere with
each other, and emissions from powerline networks may interfere with licensed users of the radio spectrum.
In some European countries, there are regulations defining the specific physical conduits for facilitation of
cable-based networks at home.

In summary, the research topics are:

• Novel residential, access and edge network elements and network architectures to cope with the
increased operations complexity, terminal diversity, session volumes, and evolving business relations –
and seamless session handover;



33

• Layer-spanning network planning and optimization for more modular and flexible networks including a
largely automated network management that can guarantee end-to-end quality of service.;

• Dynamic network transport mechanisms coupled with network admission control mechanisms to
manage the network resources with a maximum of efficiency and prevent congestion or service denial;

• Network architecture and solutions tailored for multimedia applications and related traffic;
• Technology-independent solutions for elements of individual and collective extended-home networks to
interwork with each other and with the public networks and services;

• Common or interoperable operational and management network protocols to allow the convergence of
networks.

3.3 Media presentation and content access
3.3.1 Authentic, true-to-original media reproduction

The rendered media output should appear as similar as
possible to the original or to the intended scene. The
emphasis should be on video reproduction devices
(‘displays’) since immersive sound reproduction has
been available for many years.

Reproduction technologies have always played a vital role
as key enablers for services. Any new display technology
will enable new usage models for audio-visual content.
The improvements might come in spatial resolution, in
integration of 3D, or in the development of wearable
devices that might enhance reproduction of content for
users on the move, in a better adaptation to home
environments with multiple displays and other
reproduction devices.

Mobile display – even of text – has always been seriously limited by the technology available. So there should
be a special emphasis on innovative display concepts like holographic eyeglasses, wearable organic light-
emitting diodes (OLEDs) or similar.

Users may wish to view multiple media sources at the same time, replacing many existing forms of
communication and media, such as telephoning, broadcasting, e-mail and paper mail. The result is that there
will be a growing need to have a federated system of distributed high resolution, large displays with an
integrated common interface capabilities to allow multiple media sources to be reproduced at the same time.

Display technologies have to evolve up to a level where displays can replace paper in terms of visual quality. This
will foster the wide adaptation of even higher resolution content (2-4 times HDTV resolution and up) to visualise
maps, radar, high resolution pictures and applications which will be used for sharing and collaboration. These
displays will grow from standard computer display size to wall size, depending on the number of users. These
displays have not only to support multimodal interfaces but also concurrent multi-user interfaces.



Research should concentrate on:

• Innovative displays in very high resolution stationary (volumetric and autostereoscopic 3D displays,
“living room caves”) and mobile forms (OLED or holographic displays integrated in eyeglasses);

• High density (>100 dpi) large area displays (>1 sq.m.) for paper replacement;
• Energy-efficient displays, particularly for mobile applications;
• Secure digital interfaces for the interoperable connection of displays to any rendering device.

3.3.2 Virtual reality
Virtual reality uses immersive 3-D ‘displays’ (including
transducers for audio and for other senses as they become
available) to create the illusion of presence in a virtual or distant
world. Telepresence services provide a virtual environment for
humans to control devices, robots, etc., in a hostile or remote real
environment through body-operated remote actuators.

Experiencing virtual reality and telepresence does not depend so
much on the faithfulness of the reproduction of the physical
aspects of external reality as on the capacity of simulation to
produce a context in which users may communicate, interact and
cooperate.

Two main targets may be pursued:

• Business applications such as pipeline video inspection for maintenance and repair, distance learning,
subsea work in deep waters, hazardous situations, remote surgery;

• Entertainment applications, including interactive applications such as games.

Multimodal interactivity with remote environments is a great challenge in respect to the growing needs in
efficient remote collaboration within multi-site companies. For an efficient remote interactivity, among
numerous topics to be addressed are:

• 3D capture and manipulation of multimodal stimuli;
• Network latency: Multimodal interactivity needs to have an immediate and secure feedback;
• Mutual awareness: new devices and software (audio, video, tactile) reproducing for the users a natural
peripheral awareness of a remote or imaginary site;

• Displays: few haptic and tactile devices are available.

3.3.3 Dynamic federation of distributed interface devices
In this vision, ad hoc federations of devices self-assemble on demand on the basis of essential components
distributed in the near environment, for instance interface devices available in a home or office environment,
or worn by the user as accessories and clothing. The corresponding device assemblies might be called "virtual
distributed interface devices".
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As intelligence moves into the infrastructure of our daily life and even eyeglasses may be equipped with some
processing power, such "virtual devices" could create themselves based on the components available in a
certain range. In combination with intelligence and processing power woven into clothes and body area
networks, a multimedia device could consist of the display integrated into glasses, earphones, wrist input
device etc. As one gets close to a large screen, that screen is immediately integrated into the device and all
content (provided the user had enabled it) is presented there. Once the consumer leaves the range of one
component the device disassembles or creates itself anew on the basis of what is available. Services are
automatically adapted to the current device capabilities.

Mobile augmented reality is a possible early application. As an example, it allows a user to view route
indications (arrows, virtual guide, etc.) directly in the field of view by means of a hand-held camera coupled with
see-through glasses. Spatially distributed hypermedia is also an interesting concept to explore. Multimedia
documents can be geo-localised and are viewed as the user navigates in a city or a building. The user may be
allowed to modify the documents or add new ones allowing a sort of spatially distributed blogging.

Nothing comparable exists today. Some early work is going on in labs, for instance with intelligent devices
woven into clothes, or mobile augmented reality with a regular camera phone. Further research should
address architectures and interfaces for such classes of devices. In particular:

• Representation of component interface devices by functional entities;
• Specification of interfaces between functional entities, preferably in a dynamic manner, so that new
functionalities can be learned and automatically be integrated in future applications;

• Global context awareness of functional entities;
• Seamless composition and configuration, which requires extremely flexible networking interfaces
• Suitable security mechanisms.

3.3.4 User-system interaction
Multimodal user interfaces aim at mimicking the human communication skills that use several modes of
communication (such as voice, handwriting, gesture, gaze, possibly simultaneously) in order to communicate
and exchange information and control. By providing users with such a multimodal approach for interacting
with media and for communicating, a natural and transparent way is offered for dealing with the complexities
of the interaction while hiding them from the user.

Multimodal communication has to deal with multiple styles of interaction – use of one or more of the possible
modes. The modes chosen may depend on the context (while driving a car, voice may the principal mode used,
whereas at home gestures could also be used) and on the type of application. Different users, consciously or
unconsciously, will show different usage approaches, or preferences, with respect to the preferred
communication mode.

The NEM vision foresees a multimodal future where terminals will recognise different styles of communication
in order to offer to users more efficient interactions, allowing a better adaptation to individual differences
(modality preferences, degree of expertise, handicaps…) and to the context (reduction of global error rates at the
input thanks to the possibility of switching from one modality to the other, or by combining information from
several modalities). Multimodal services will bemore efficient and will give amore powerful experience to users.



Research questions focus on two main fields. The first one deals with interpretation of information at signal,
semiotic or semantic levels in order to understand and interpret multimodal inputs from users and furnish the
required information in the best way, taking into account the context of usage. Several technologies such as
speech recognition, handwriting recognition, gesture recognition, speech synthesis, haptic feedback need to
become mature. The second research field deals with ergonomic and usage studies on how users appropriate
themselves multimodal systems, what is the learning curve, how they tend to specialise themselves with time.

3.4 Enabling Technologies
A set of horizontal technologies will act as a foundation for the
functionality of the entire end-to-end chain. These are described in the
following.

3.4.1 Security and privacy
Services and their content must be provided securely between all users.
The privacy of each actor in this environment must be guaranteed. The
infrastructure components must be secured against hacks, intrusion
and misuse. The consumer (in particular the business customer) trusts
a business partner to maintain confidentiality and to handle the
business issues – in particular payments – correctly. Without trust, no
viable business is possible.

The universal adoption of on-line digital services and contents is highly
dependent on the ability to provide consistent solutions for the security of networks and services, and the
protection of privacy. The objectives are:

• Users should gain secure access to public networks and services;
• Users should have the capability to gain secure access to devices/services in their private networks from
the outside;

• Networks should be protected from malicious users, hackers, denial of service attacks, spam - without
constraining the usability of networks and services too much;

• For ease of use, authentication of users must become easier and more natural;
• The privacy of the user has to be protected.

The research topics to meet these objectives include:
• Security policies and architectures, scalability, interoperability, secure processing, and lawful basis;
• Cryptography;
• New, more natural methods of user authentication;
• Early discovery of new types and occurrences of attacks on the network and its users – particularly to
nomadic terminal users, now seen as easy and attractive targets as the number and complexity of
applications increase;
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• Making the network resilient to exceptional peaks of network traffic caused by a malicious behaviour of
some users or by a bad configuration or poor design of some network components;

• Effective concepts for infrastructure protection by traffic analysis and intrusion prevention employing a
modular design in order to rapidly integrate new security aspects.

Privacy and trust will always be important factors in security systems. All work will involve finding a trade-off
between privacy, security and non-repudiation. The following points should always be kept in mind:

• Simplicity: the user should always be able to understand what is happening;
• Visibility: usersmust be kept aware of the choices they havemade – and the consequences of those choices;
• Transparency: the user must be aware of who has access to what part of his authentication profile;
• Revocability: for all parties, the business partners (on either side) and the trust platform, there must be
a clear set of rules how and when to revoke all or parts of a user's authentication profile;

• Privacy: there should be no leaking of privacy information other than required by law.

3.4.2 Rights management
Most content is subject to copyright, and most rights owners want to be able to keep control over the future
use of their content. Many of them want to be able to receive payment for making their content available.
Rights management systems are designed to protect copyrighted material from being copied or accessed
without permission. Rights management therefore is much broader than is often implied. It comprises both
the contractual and the infrastructural framework by binding the content to a specific licence and by securing
the content in a way that breaking this licence cannot be done unintentionally.

The necessity of establishing contract and infrastructure on for each platform has led to a myriad of different
systems. A "Single European Information Space", however, calls for interoperable solutions that enable free choice
of content and content provider for any customer. Although a single technological solution might not satisfy all
business and social goals andmodels, technologies to facilitate interoperability of solutions should be amajor target.

Rights regulations must recognise that the media industry moves towards networked solutions, thus helping
create a true market for networked content. Technologies for rights management should bear in mind the needs
of end users and satisfy their expectations regarding normal fair use of content for private use on different devices.

Internet experience tells us that users often wish to distribute their value added contents between them. The
phenomenon of massive distribution of multimedia contents will bring new business opportunities and
enormous benefits to users.

Nevertheless, this will only be possible if there are effective rights management solutions on the distributed
multimedia contents to guarantee that all participants in the value chain (end users, suppliers of contents,
authors, operators, etc.) can benefit. A rights management system for the future requires interoperable
components over all the delivery chain:

• The service provisioning must take into account which rights are assigned to content;
• The network must ensure integrity;
• The terminalsmustmake sure that the consumer has the rights to access a certain piece of content in a specific
way; a “personal identificationmodule”might play an important role in separating the rights from the terminal.
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The problems associated with rights management are more to do with business models and regulation than
technology; nevertheless, there are some areas for further work where technology could help to solve the problems:

• Means to guarantee a trusted environment between the terminal and the rights management platform;
• Technologies and standards for protection of continuous content (streaming of audio, video)
• Means to facilitate innovative concepts like portable licences or licences for communities of users;
• Means to ensure interoperability between different rights management technologies
• Means to verify that the content delivered is what was asked for, and that it has not been tampered with
or damaged in delivery.

3.4.3 Federated services
Federated services are services built up from multiple
components from different originators.

Creating services for different terminals, networks and media
formats is becoming more complex all the time. At the same time
the range of services and service providers is increasing.
Intelligent service creation helps service creators in creating
services for different platforms. Automating the service creation
allows more people to create services - even without technical
knowledge. The best case would be that the service provider only

needs to create a certain service for one terminal by using automated "bricks" and the service would be
automatically adapted to suit different platforms. As far as possible, the same services and content have to be
available for users regardless of time, location or equipment. Also the service creation should be able to
automatically recognise the context where the service will be used.

Contextual awareness

Context is defined as “any information that can be used to characterise the situation of an entity, for example,
a person, place, or object that is considered relevant to the interaction between a user and an application,
including the user and application themselves”. Context awareness is an enabling technology for creation and
deployment of context aware services. Context awareness middleware collects information from different
context sources (networks, servers, devices, platforms, etc.) in order to have a better indication of the user
needs. It will also provide a reasoning engine that will understand (semantically), compose and provide the
application or service layer with a fully fledged context representation. All context sources must technically
share the same context ontology, which will be used by the context data consumer and by the context broker.

The objective is to define and develop an open, modular architecture to support the easy creation and
deployment of context aware services. Such services may include personalised content distribution and
proactive services that can adapt dynamically according to particular situations (context) that may occur to the
user (e.g. location, availability, end user devices, access network, available bandwidth, mood, …).

Future research should take into account main aspects of the context reasoning process:

• Context interpretation, i.e. deriving more abstract, higher-level conceptual context information from the
low-level context information;



39

• Adaptation inference, i.e. deducing potentially useful service adaptations from the higher-level
context information obtained from the interpretation process;

• Semantic methods enabling the representation and manipulation of context information
through machine-interpretable ontologies;

• Context reasoning paradigms and methods, enabling the context interpretation and adaptation
inference process. Candidate paradigms include:
o logic reasoning, e.g. ontology-based inference,
o rule-based reasoning, e.g. rule-based inference engines,
o probabilistic reasoning, e.g. statistical inference models,
o machine–learning by model-based reasoning, e.g. models for the automatic classification
and/or prediction of context patterns;

• Context-based tagging of content.

Identity management

The first piece of contextual information needed is the user’s identity – a token for gaining access to
all of the media services and terminals.

Personal identification can be established in many ways. It can be pure hardware (e.g. smart card
with memory), it can be pure software (e.g. secured storage on one or on distributed servers) and it
can be used in combination with personal knowledge (e.g. pin-codes) or biometrics.

Three lines of research can be identified:

• Physical methods of identification such as biometrics, RFID chips;
• Ensuring interoperability of identity management among different services and applications;
• Ensuring an appropriate level of privacy.

Personalization/Profiling

Personalisation is about adapting to the needs of
individual users. However individual users can
have a range of different needs at different times
and places: they may be acting only for
themselves, or they may be acting for one of
several groups they belong to (family, an
association, a firm…). The aim is to enable
individuals and consumers to organise, compose,
and manage basic media and communication
functionalities, possibly from different suppliers,
in the way that best fits their current needs.
Personalization allows services and content to be
tailored automatically to the end-user's



preferences (e.g. content consumption in the past) as well as the user's context (location, current connectivity,
mood, etc.). The idea is to personalise the set of services available according to the context (when you leave
your home, you just get the relevant set of services active).

Users perceive personalization to be effective when they are receiving highly relevant content available exactly
when they want it - any type of media available at anytime and in the most efficient way. Personalization is not
just limited to on-demand TV, video or music, but equally relevant for life experiences like education, self-
awareness, community, immersive reality, multi-player games, and shopping. Advanced content delivery
systems need to exploit information about the environment in which they are working.

This 'context awareness' is much more than location awareness alone, or merely the immediate situation. The
vision is to have a middleware infrastructure capable of collecting all context metadata from clients, servers,
involved resources and the environment in general, and of transparently deciding the most appropriate
content customization operations, with no impact at all on the design and implementation of multimedia
clients/servers. Such a middleware infrastructure must be capable of integrating data and resources from
delivery networks, sensor networks and content metadata.

In order to speed up service creation a service framework should be made available to the customer. It should
act as a toolbox where basic services from different suppliers can be selected and integrated in order to create
a new personalised service.

In a competitive world with many providers, consumers will not have a single repository of their needs and
preferences. Thus, powerful mechanisms are needed to synchronise data and exchange information. In effect, a
common repository description is needed. The seamless update of the repositories is key for seamless service
provisioning for a consumer on the move. The real challenge comes in acquiring the user preferences
automatically.

Objectives of the research work would be to demonstrate:

• A platform independent approach encompassing all types of services;
• A support infrastructure that is aware of the user’s situation (location-based information, mood). Such a
system will interpret the contextual information in the light of preferences previously declared by the
user or choices previously made; it will include means for signalling the automatic update of the user
profile;

• The description of a user profile that could be used to filter services in order to provide to the user the
right set of services according to the context and to the user rights;

• A support infrastructure with an integrated programming interface for both retrieving current context
and commanding service customization.

The long term objective should be the automatic learning of people’s behaviour in order to update
automatically the user profile and to provide a corresponding service filtering.

Particular research topics might include:
• Definition of an abstract language that allows new services to send objects between them without any
operation made by the service integrator. Thus, all of these interchanges could be executing at the client
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side, minimizing all data traffic due to delivering data to the server, enabling a new generation of user
interfaces where the communications between client and server will be greatly reduced. This method of
working allows the release of network resources for other applications;

• “Personal/home” service controllers able to execute flows of communication actions, media rendering
and delivery;

• Multimodal simple service definition interfaces through which users can describe the expected service
behaviour;

• User profile description: which are the relevant data, what about privacy and data storage;
• Automatic user behaviour analysis and user profile update;
• Service filtering according to user profile, context and rights;
• User behaviour recorder and analyzer, able to automatically support the service definition.

One important support aspect to be addressed is the availability of an automated testing in order to extensively
test a newly created service. This testing tool must support the service creator to check all service features to
avoid malfunctioning components and/or wrong data management.

Beyond the technological issues, collection, storage and use of the data needed for personalization involves
challenges in the field of personal privacy. If early personalised services are perceived as not useful, or as an
invasion of privacy, public reaction could prevent this area of work from achieving its promise.

Billing/payment

Federated services will require a complex structure for collecting many levels of billing data for services and
content. In many cases, the payments will be very small – micropayments. Micropayments are small, usually
one off, payments made for a given piece of content or service. They allow for billing for small amounts
collected centrally and then distributed to the appropriate content/service provider.

Rules to control how micropayments are applied can be complex, particularly in the case of acquiring rights
to a complicated set of content, which may be dynamically reconfigurable. However, the micropayments
system must be easy to use, secure and trusted by users, auditable and low cost to run. When an individual
payment may be only a few cents the overhead of processing that payment needs to be an order of magnitude
smaller. Important issues are how to make the micropayments easy to use, secure and trusted.

3.4.4 Middleware
Multimedia middleware is a software layer providing a stable architecture and application programming
interface (API) dedicated to multimedia and accessible by service developers and providers. A middleware
layer is used to allow application software to execute multimedia functions with a minimum knowledge of the
inner workings of the multimedia terminal – which may be used for generating content or for reproducing it.
Middleware enables technological complexity to be hidden from the user, and is particularly important when
it is necessary to facilitate interworking between different, perhaps proprietary, applications. It could make
different terminals appear as common platforms that can exploit the potential of, for example, content
interactivity or 3D visualisation, so that content can be generated for use in various media terminals from set-
top boxes to cell phones and game consoles.
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There are two types of software solutions for complex consumer devices: a completely proprietary, closed-
source solution, and an open-source solution. Current middleware solutions are proprietary, are not
interoperable and are not available to all on fair and reasonable terms. This leads to increased costs for
development and maintenance of applications, increased time-to-market for innovative services and huge
efforts to ensure interoperability of services over different platforms. Effectively utilizing all of the software
that is available to a user is an almost impossible task because of the lack of commonality.

An open middleware framework is needed that can be used to develop a wide variety of services and
applications. It must be intelligent and adaptable and will need to be supported by suitable tools for authoring
applications that will run on a wide range of devices. A suitable middleware platform to make the creation of
content and user navigation transparent across different technologies, such as broadcast and internet, will
simultaneously stimulate both markets

A multimedia middleware should provide an API providing the basic functions allowing each service
application to adapt to the executing platform; in addition, it must address:

• The life-cycle management of the software components that provide the functionalities wrapped by the
middleware layer (e.g. identification, download, etc.);

• Intelligent inference mechanisms for dynamic composition, negotiation, adaptation, replacement, and
recovering of components, supported by suitable tools for the effective and smart deployment of
components according to the device status, final user needs, and component profiles;

• The issues related to the integration in complex service contexts such as rich media personal
communication;

• specific extensions able to manage signalling protocol mechanisms and QoS in all delivery networks.

3.4.5 Human language technologies
With the rapid advances in the information society, language transparency is becoming vital. Human language
technology provides the most elegant way to seamlessly overcome language barriers.

For all citizens to become e-included in the information society, the products and services of that society must
be accessible in their languages. Language transparency, in which products and services are offered cross-
lingual and in a localised manner, is one of the major prerequisites for the successful establishment of a
common European market for content and services; the final goal is to smooth communication across
languages, just as EU has made it easier to move across borders.

The extent to which the languages spoken in Europe have been researched systematically varies widely from
language to language, with a minority (such as English, French and German) being well investigated within
dedicated EU and national programmes and some of them hardly being addressed at all.

If we want the contents and products to reach a broad variety of potential users, high-quality human language
technology resources and products need to be developed for the less researched language groups, including:
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• Affective or 'emotion-oriented’ user interfaces;
• Work towards user- and application- and environment- independence of human language technologies;
• Develop missing language resources for less investigated EU languages;
• Improve machine translation techniques for rapid content localisation and develop machine translation
techniques for a large number of EU language pairs;

• Systems and applications with natural and easy-to-use man-machine interfaces, able to register, model
and influence human emotional and emotion-related states and processes - 'emotion-oriented systems';

• Search for alternatives to current data-driven speech technology approaches in order to improve speech
recognition performance.

4. CONCLUSION
The research and development work described in this Strategic Research Agenda can be fulfilled through the
European Union’s seventh Framework programme, other international programmes such as Eureka and the
programmes of the Joint Technology Initiatives, and the national programmes of the Member States. It will
serve to fulfil the NEM Initiative’s vision of a leading networked and electronic media industry in Europe,
competitive with other business regions, with a regulatory environment favouring the deployment of NEM
technologies and open business models and novel revenue generating models. Achievement of this vision will
not only maximise economic growth in Europe; it will improve the quality of life for all Europe’s citizens, the
users of networked electronic media services whose importance has been stressed throughout.

43


