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Abstract

Thanks to the Big Data revolution and increasing computing capacities, Artificial Intelligence (Al) has
made an impressive revival over the past few years and is now omnipresent in both research and
industry. The creative sectors have always been early adopters of Al technologies and this continues
to be the case. As a matter of fact, recent technological developments keep pushing the boundaries
of intelligent systems in creative applications: the critically acclaimed movie “Sunspring”, released in
2016, was entirely written by Al technology, and the first-ever Music Album, called “Hello World”,
produced using Al has been released this year. Simultaneously, the exploratory nature of the creative
process is raising important technical challenges for Al such as the ability for Al-powered techniques
to be accurate under limited data resources, as opposed to the conventional “Big Data” approach, or
the ability to process, analyse and match data from multiple modalities (text, sound, images, etc.) at
the same time. The purpose of this white paper is to understand future technological advances in Al
and their growing impact on creative industries. This paper addresses the following questions: Where
does Al operate in creative Industries? What is its operative role? How will Al transform creative
industries in the next ten years? This white paper aims to provide a realistic perspective of the scope
of Al actions in creative industries, proposes a vision of how this technology could contribute to
research and development works in such context, and identifies research and development
challenges.
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1 Introduction: Situating modern Al in the media and creative industries

Artificial Intelligence (Al) has been undoubtedly one of the most highlighted research field in recent
years. In a decade, Al has moved from an academic research topic mostly studied in departments of
computer science, mathematics and psychology, to a global scientific and business incentive. Al is
becoming a pervasive tool used to advance knowledge in many fields such as physics, economy,
genetics, or social sciences, among others. And the technology is being deployed at the core of a
wide range of applications that are used by millions of people daily.

The growing use of Al is particularly visible in the media and creative industries. As a matter of fact,
creatives have always been in demand of new tools that they can use to enrich the way they work,
making them early adopters of technological innovations. Al is not an exception. The technology
seems to be suited to the specific requirements of the creative industries is currently profoundly
changing prevailing paradigms. The purpose of this white paper is to highlight these changes and the
ones expected to follow, as well as understand more in depth the methods involved behind this
revolution.

What often lies behind the term “Al”, at the time of writing this report, is a set of techniques able to
identify complex structures from massive datasets and to use these structures to make predictions
(and/or take actions and decisions) on previously unseen data. This approach is also known as
Machine Learning (ML) or Statistical Learning: the computational system is able to “learn”
(structures) from data and generalise to unseen data. Although Al is often used to refer to ML
systems, the field encompasses a broader set of approaches such as the symbolic approach, or
logic-based. In this report, we will observe that most of the current instances of Al in the media and
creative industries involve ML-based systems.

The predominant use of ML, as opposed to more symbolic or rule-based approach, has to be related
to the type and quantity of data at play. The gigantic daily creation, production, diffusion and
consumption of texts, images, videos, and sounds on online platforms creates the substrate for the
growth of Al opportunities. This means that an Al-powered system is, for example, able to tell which
song one person would like to listen to (making predictions) because it has “seen” thousands of
previously listened sounds by this person and “understood” the patterns representing her favourite
genre, artist, song or transition between two songs. The approach is incredibly successful, thanks to
the quantity of data available, the increasing computational resources, and the amazingly engineered
mathematical models. And it is generic: data can be text segments (chat messages, news, articles,
books, etc), images (faces, silhouettes, roads, satellite images, etc) or sounds (music, language, etc.);
while predictions can be labels (names associated to faces, genre associated to music pieces), text
(translation from one language to another), media (image or sound generation). Al tools can also be
used to take the optimal actions or decisions, e.g., select the optimal content or difficulty to propose
in an adaptive video game.

The scope of applications involving Al is growing in the media and creative industries, and this growth
is fuelled by and through the rise of open-source software tools and datasets as well as low-cost
computational platforms. Young companies leverage such technological solutions to create more
efficiently their first prototypes. The observation holds for any practitioner wishing to embed Al in
personal projects (like artists, researchers, etc.).

This report is a collaborative endeavour to gauge the extent to which Al is manifested in media and
creative industries, and understand the emergent challenges in research and development.
Researchers in the field of music, audio, image, videos, media and design have contributed to this
report summarizing the state of the art in their own field, and collecting the outstanding challenges
that remains to be solved to fully design innovative tools, knowledge and products in this sector,
based on Al. We aim at identifying 1) the main creative application areas in which Al is opening



promising new R&D directions in the media and creative industries, 2) Al tools that are or could be
used to do so, and 3) the main scientific, technological and societal challenges that needs to solved to
fully benefit from the potential of Al in the medias and creative industries.

The report is, however, not exhaustive and is not wishing to be. Indeed, the creative industry sector
in itself is very broad and diverse, while Al can be applied for a rapidly growing range of purposes,
making the possible ways to use Al for creative industries virtually limitless. As complementary
documentation, we refer the readers to other relevant reports: the World Economic Forum’s report
on Creative Disruption’, and the Villani Report on Al? (commissioned by the French Prime Minister).

2 A tour of application areas

The first aim of the report is the identify the main creative application areas in which Al is opening
promising new R&D directions. We propose to structure the description related to each application
around three axes: Creation, Production and Consumption/Diffusion.

Creation refers to the construction of new media content by any practitioner. This can be a sound
designer creating new sounds for a specific scene in an action video game, or a visual artist exploring
image generation until finding the image that will be used in the art work.

Production refers to the way media content are edited or composed in preparation to be deployed
or delivered. This can be a video editor having to manually annotate video shoots before editing, or a
music producer having to balance sound tracks from several musical instruments.

Consumption refers to the interaction an end user can have with media content. This can be
someone received music recommendation on an audio streaming platform, or someone receiving
news feeds on a given application on her smartphone.

Many music-related (and audio-related) fields are currently facing important changes due to the
intervention of machine learning and artificial intelligence technology in content processing. The
specific challenges of audio content for machine learning relate to handling high temporal resolution
and long-term structures. Early advances in machine learning for music were initially borrowed from
the field of speech or language processing. Research in the field has recently become more
specialized and it has exploded thanks to the creation of massive datasets from music production
companies, artist-curated repositories, academic repositories and video streaming platforms.
Currently, Al-based technology applied to music has gained interest in a wide range of music-related
applications dispatched across creation, production and consumption.

The typical workflow in computer-assisted music composition is to feed the software program with
scores (the input data) of a certain style or by a certain composer. The program extracts composition
patterns from these scores and is able to generate new scores respecting these patterns (Briot et al.,
2017; Nika et al., 2017). The very same idea is at the core of most of the so-called Al tools in music
creation today: a method able to learn the underlying structure in a set of music pieces or sounds,
and generates new content that sounds like the music pieces taken as examples. These tools have
recently gained in complexity and expressivity, as they spread outside of academia, pushed by new
incentives from the tech and music industries as well as the art world®. This illustrated by the fact
that, while the production of the score for a musical track is often one core part of the creation

! Creative Disruption: The impact of emerging technologies on the creative economy
https://www.weforum.org/whitepapers/creative-disruption-the-impact-of-emerging-technologies-on-the-creat

ive-economy
2 https://www.aiforhumanity.fr/en/
3 An example is the Magenta group at Google: https://magenta.tensorflow.org/



https://www.weforum.org/whitepapers/creative-disruption-the-impact-of-emerging-technologies-on-the-creative-economy
https://www.weforum.org/whitepapers/creative-disruption-the-impact-of-emerging-technologies-on-the-creative-economy
https://www.aiforhumanity.fr/en/
https://magenta.tensorflow.org/

process, a large body of creations are undergone through manipulating audio directly, e.g. when
exploiting loops or samples.

A large body of research on source separation has recently enabled the demixing of music, allowing
creatives to reuse only some particular sounds within a track, excluding the rest. Music demixing has
been a major research topic for twenty years and can now be considered as solved from a scientific
point of view. This calls for exploring new scientific and technological challenges which are outlined
below.

Generative modeling may be considered to directly produce new musical samples after training on
audio datasets. While this works well to generate temporally structured musical content and
orchestration, challenges remain to be able to handle richer characteristics of sounds such as timbre.
This calls for advancing the research on models able to handle better representations of audio
signals. Ultimately, the goal would be to manipulate the raw audio signal directly. Some models have
started to propose first solutions (see for instance (Van Den Oord et al., 2016)) but it is yet
challenging to control generation of meaningful rich sounds and music through this kind of model.

Creation is fueled with inspiration, for which style transfer proved a very interesting technological
tool in the domain of image processing, where it enabled new ways of graphical creativity®. In the
context of music, style transfer would mean transforming an audio piece or a score so that it
becomes a representative example of a target style, while retaining its specificities. For instance,
transforming rock to tango, saturated to clean vocals, etc. Recent attempts have considered raw
audio inputs from the classical repertoire (Mor et al., 2018). Important challenges remain: learning
long-term temporal dependencies (whose scope can vary from one style to another), and allowing
transfer between very different musical timbres.

In any case, these applications of Al technology to music creation are still at their infancy and can still
be considered scientific challenges today. This is first due to the inherent difficulty of generating
musical content, which is highly structured and requires high sampling rates, but it is also due to the
difficulty of gathering large music datasets on which the systems may be trained, as opposed to the
plethora of image datasets available. The main challenge is gathering symbolic music data or
multitrack data that can be used as annotations of audio content. Initiatives include the Lakh MIDI
dataset, which is reasonably large but which has limitations in terms of data quality, and the DSD100
multitrack dataset, but relatively small. Another dataset of significant size is AudioSet, that features
musical dataset from youtube,but it is far from being an ideal resource for music research, because
its core focus in on general-purpose audio processing.

Al-based music creation has also spread outside of academia. The recently released album "Hello
World", advertised as the first-ever Al-based music album, involved Al as creativity-support tool,
helping an artistic director to generate pieces of sound to be embedded in music soundtrack. In
industry, the startup Jukedeck® provides musicians with a set of tools able to generate and
personalized musical content. The objective is to offer new creative tools to musicians and producers
as well as accelerating music making by proposing relevant elements to creatives. Another example is
the London-based start-up Mogees® that proposes hardware-software solution for musicians to
create their own musical instruments by plugging a sensor on everyday objects and by demonstrating
to the system how it should sound.

Music production is also experiencing profound changes through the use of Al technology. The
current trend for musicians is to work more and more independently from production studios, thanks
to the availability of affordable technological tools. A first body of Al-based production systems then

‘ see e.g. https://www.youtube.com/watch?v=Khuj4ASIdmU
> Jukedeck https://www.jukedeck.com/
® Mogees Itd. https://www.mogees.co.uk/
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typically provide the creatives with audio engineering solutions. As an example Landr’ is a Canadian
start-up that develops solutions for mastering, distributing and communicating new music
productions. As for creation, Al-based tools can be promoted as ways for musicians to independently
release their music and consequently bypassing the traditional workflow of artistic direction and
sound engineering. This trend is particularly supported by the wide diffusion of large-audience tools
powered by well-engineered APl (Application Programming Interfaces, a set of functions that can be
integrated in third-party softwares and potentially commercialized). An example is the NSynth?® tool
able to generate new types of musical sounds through an underlying sound model (neural network)
that has been trained offline on musical datasets. Such tool has then been used in mainstream
musical industry.

Music production however also remains an industry that requires professional tools. In this respect,
rights holders often face the problem of repurposing legacy musical content that has a significant
cultural value but a very poor audio quality: many musical standards from the 20th century are noisy,
band limited and often only available in mono. There is hence a need for a new generation of tools
that are able to enhance such content to make it compliant with modern audio quality standards. Al
technology such as audio demixing® are promising tools for this purpose, providing professional
sound engineers with unprecedented flexibility in audio editing. As mentioned in the previous
section, music demixing has been a major research topic and recently reached maturity. However,
adaptation to specific scenarios can still be challenging and require appropriately designed tools to
be pragmatically used and deployed.

Although repurposing legacy content for rights holders is one key application, music creation in the
studios or on stage can also strongly benefit from Al technology. In particular, much creativity is lost
in the studio when musicians have to record their part independently from one another so as to
reduce acoustic interference in the recorded signals. The corresponding recording time is also a
waste of time and money for both the artists and the studios. A desirable feature is to process the
signals originating simultaneously from all musicians, while preserving audio quality. Similarly,
exploiting many low-quality sensors (such as mobile phones) that all take degraded views of an audio
scene such as a concert, and combine them to reconstruct a high-quality immersive experience is an
important enabling technology.

The core novelty and research challenge in the context of audio engineering is the confluence of Al
and signal processing. While signal processing was mostly understood as manipulating audio samples
so as to extract desired signals from them, Al technology now enables taking signals simply as inputs
to sophisticated systems that can use training data so as to extrapolate information that has been
lost and is not present in the input. This line of research is blooming in image processing™ but is yet
at its infancy for music processing.

Digitization and the Internet already led to a profound change in the way music is consumed,
because they enabled the end user to access virtually any music content within a few minutes. In this
context, the added value for selling music moved from providing records in store to providing the
users with personalized music recommendations. For this reason, recommender systems became
one core activity of companies operating music streaming services such as Spotify, Deezer, Apple,
Amazon, etc. Technical approaches for this purpose changed from handcrafted methods to the use of
Al technology, exploiting large amounts of user session logs. Music recommender systems are now
subject to a blooming research activity. However, many challenges remain and these challenges are
not only technical: one major challenge in the field is the acquisition and elicitation of user

7 Landr https://www.landr.com/en

8 See for instance Sevenim’s album created with Nsynth https://sevenism.bandcamp.com/album/red-blues
See e.g. www.audionamix.com

9 See e.g. https://dmitryulyanov.github.io/deep_image_prior
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preferences. While several systems rely on implicit mechanisms, this is not enough and there is a
need to involve the user in the loop.

Another important aspect of music consumption concerns the actual playback technology involved.
While traditional stereo systems are still omnipresent, a surge of interest in Al headphones or
speakers recently appeared, where the loudspeakers are augmented with processing capabilities that
enable unprecedented control over the sound such as user-specific passive noise cancelling. Similarly,
mature demixing technology will soon allow the user to mute vocals from any song in real time,
yielding a karaoke version in one click. New challenges can be seen in the engineering of efficient
technology that can run in real-time in the wild, building upon scientific outcomes in the field.

From an even higher perspective, we may expect Al to blur the lines between music creation and
music consumption, by making it possible for the user to enjoy musical content that has been
specifically produced for him/her, based on past choices and user history. With the ability to demix
and analyze music tracks automatically also comes the possibility to combine them so as to create
new unique tracks. While musicians may produce complete songs as usual, it is likely that artists will
shortly only provide some stems, to be used by automatic streaming services to generate automatic
accompaniment to the taste of users.

In any case, considering existing musical content as the raw material for future music consumption
also opens the path to heritage repurposing, where musical archives may be exploited in conjunction
with more modern content to yield new and always different musical creations.

As may be envisioned, putting together Al technology and music analysis and synthesis will offer
many new perspectives on the way music is consumed, that are totally in line with current trends of
adding value through the analysis and the browsing of huge amounts of tracks. The next step forward
appears in this sense to also add value through processing and automatic creation.

o Building models able to leverage information in raw audio signals. The difficulty stems from
the inherent high temporal resolution of such inputs;

® Learning long-term temporal dependencies. The difficulty is to handle various multi-scale
temporal dependencies whose scope can vary from one musical style to another;

e Allowing transfer between very different musical timbres. Timbre remains not completely
understood, a fully data-driven approach has yet been successful, more effort has to be done
in model architecture and dataset collection to tackle this problem;

e Extrapolation information within audio signals and denoising;

o Designing efficient systems to be used by end-users for audio demixing purposes;

e Finding ways to acquire and elicitate user preferences in recommender systems.

Briot, J. P., & Pachet, F. (2017). Music Generation by Deep Learning-Challenges and Directions. arXiv preprint
arXiv:1712.04371.

Mor, N., Wolf, L., Polyak, A., & Taigman, Y. (2018). A Universal Music Translation Network. arXiv preprint
arXiv:1805.07848.

Nika, J., Déguernel, K., Chemla, A., Vincent, E., & Assayag, G. (2017). DYCI2 agents: merging the "free",
"reactive", and "scenario-based" music generation paradigms. In International Computer Music Conference.

Van Den Oord, A., Dieleman, S., Zen, H., Simonyan, K., Vinyals, O., Graves, A., Kalchbrenner, N., Senior, AW. &
Kavukcuoglu, K. (2016). WaveNet: A generative model for raw audio. In SSW (p. 125).



Al for generating art images such as photos but also non-photorealistic images is an emerging topic.
Leveraging on the impressive results obtained by deep learning methods on production task such as
applying for filter and style transfer, approaches have been presented to generate art.

A milestone in the direction of generating art using Al has been DeepDream [Mordvintsev 2015], a
Computer Vision program created by Google. DeepDream uses a Convolutional Neural Network to
find and enhance patterns in images via algorithmic pareidolia. The input image is substantially
modified in order to produce desired activations in a trained deep network resulting in a dream-like
hallucinogenic appearance in the deliberately over-processed images. While Deep Dream requires an
image as input, the result of the process is so different from the original and so emotional for the
viewer to be considered an Al generated art image.

Originally, DeepDream was designed to help to understand how neural networks work, what each
layer has learned, and how these networks carry out classification tasks. In particular, instead of
exactly prescribing which feature to amplify, they tested letting the network make that decision. In
this case, given an arbitrary image or photo, a layer is picked and they ask the network to enhance
whatever is detected. Each layer of the network deals with features at a different level of abstraction,
so the complexity of generated features depends on which layer we choose to enhance. Thus, the
generated image show in each part of the images what has been seen by the network in this specific
part even if what has been seen is not likely to be there. Like seeing objects in clouds, the network
shows what it sees even if what has been recognized is very unlikely. The dreams that can be drawn
by the network are the results of the network experience. Thus, neural networks exposed during
training to different images would draw different dreams even using the same image as input.

The interest of researchers on Al applied to art images has recently exploded started from 2016
when the paper “Image Style Transfer Using Convolutional Neural Networks” was presented at ECCV
2016. The proposed method used feature representations to transfer image style between arbitrary
images. This paper led to a flurry of excitement and new applications, including the popular Prisma*,
Artisto', and Algorithmia®. Google has also worked on applying multiple styles to the same image.

Almost all existing generative approaches are based on Generative Adversarial Networks (GANs)
[Goodfellow 2014]. The model consists of a generator that generates samples using a uniform
distribution and a discriminator that discriminates between real and generated images. Originally
proposed to generate images of a specific class (a specific number, person or type of object) between
the ones the model has been exposed during training, GAN is now used for many other applications.

Leveraging these results, Al has also been used for generating pastiches, i.e., works of art that imitate
the style of another one. In [Elgammal 2017], By building off of the GAN model, the authors built a
deep-net that is capable of not only learning a distribution of the style and content components of
many different pieces of art but was also able to novelly combine these components to create new
pieces of art.

An interesting emerging topic is generating images from captions. Starting from the work [Mansimov
2016], various approaches have been proposed to generate images starting from captions. The goal
is to generate photorealistic images, but we expect similar approaches to be applied for generating
art images. The generation of high-resolution images is difficult. The higher resolution makes it easier
to tell the Al generated images apart from human-generated images. However, recent works by
nVidia [Karras 2018] showed exception results growing both the generator and discriminator
progressively.

1 https://prisma-ai.com/
12 https://artisto.my.com/
13 https://demos.algorithmia.com/deep-style/
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Generating anime faces is the objective of [Jin 2017]. A DRAGAN-based SRResNet-like GAN model
was proposed for automatic character generation to inspire experts to create new characters, and
also can contribute to reducing the cost of drawing animation.

Production can be seen as the process of creating something capitalizing on something that already
exists. In the image scenario, production has various interpretations. It can be seen as the process of
editing an image to produce a new one, for instance by using filters or by modifying its content. It can
also be seen as the process of using existing images to produce other media, for instance using an
image in a video reportage, or in a news.

Artificial intelligence has been extensively used in the image scenario with very significant results, in
various applications ranging from enhancing image quality, to editing images, from image retrieval to
image annotation. Most of these applications are significant for the production of images.

Artificial Intelligence was successfully applied to reproduce scene-dependent image transformations
for which no reference implementation is available, as for instance photography edits of human
retouchers. For instance, in [Gharbi 2017] an approach was proposed that learns to apply image
transformations from a large database of input/output image transformation examples. The network
is then able to reproduce these transformations, even when the formal definition of these
transformation does not exist or it is not available.

Approaches were also proposed to automatically apply photo retouching operators to enhance
image quality. The use of photo retouching allows photographers to significantly enhance the quality
of images. However, this process is time-consuming and require advanced skills. Automatic
algorithms based on artificial intelligence are able to mimic the expert’s skill and to provide users
with image retouching easily. In [Yan 2014] an approach that combines deep learning and
hand-crafted features is proposed to perform automatic photo adjustment. In contrast to other
existing approaches, this approach takes into account image content semantics, which is
automatically inferred and performs adjustments that depend on the image semantics itself.

Still on the image editing side, recently deep learning based techniques were proposed that allow
giving an existing image an chosen artistic style while preserving its content. For instance, it is
possible to modify a picture so that it looks like a Miro painting. A significant work in this direction is
given by [Gatys 2015]. Here a Deep Neural Network was proposed that creates artistic images of high
perceptual quality. The system was trained to be able to separate content and style information in an
image, being able to manipulate and produce artistic styles out of existing images.

Artificial intelligence was also used to produce techniques for image inpainting. Image inpainting has
the objective to automatically reconstruct missing or damaged parts of an image. Applications
examples are restorations of damaged painting, reconstruction of an image after deletion of objects
or subjects. In all these case the aim is to modify the original image restoring or editing it so that the
modifications cannot be perceived. A relevant approach in this context was proposed in [Yeh 2016].
In this paper, a Deep convolutional Generative Adversarial Network was proposed that is able to
predict semantic information in the missing part and to automatically replace it with meaningful
content. For instance, if an eye is missing from the image the neural network is able to correctly
generate it and correctly place it.

Similarly, also Al-based techniques for image resolution enhancements were proposed. The capability
of neural networks to infer semantics in an image was exploited in this scenario to accurately
increase the resolution of an image with an excellent quality. In [Ledig 2016], the authors proposed a
generative adversarial network also able to recover photo-realistic textures from heavily
downsampled images. The proposed approach is able to infer photo-realistic natural images for 4X
upscaling factor.



As we stated before, the use of existing images is often necessary for the production of other new
contents. For instance, images are often used in reportages, on during the production of news. In
these cases, in addition to tools for editing images, also tools to be able to identify and retrieve
images relevant to the producer’s needs, out of possible very large image repositories, are necessary.
Also, in this case, Artificial intelligence has given a significant contribution. Image retrieval is generally
performed using images as queries and searching for other images similar to the queries, or using
text queries describing the wanted image content. In the first case, which is typically referred as
Content-Based Image Retrieval (CBIR), we need a way to compare the query image with the images
in the database and to decide which are the most relevant. In the second case, we either need to
associate images with textual descriptions, or to generate visual features to be used to compare
images, directly from text queries.

For several years CBIR was performed relying on hand-crafted features, that is human-designed
mathematical descriptions of image content that can be compared by similarity to judge the
relevance of image results to the query image. Recently, a significant step forward was obtained by
training deep neural networks to extract visual descriptors from images (Deep Features), encoding
significant semantic information. In this case, the high similarity between features is an indication of
high semantic relationships between images. Deep features can be extracted using Deep
Convolutional Neural Networks, trained to perform some recognition tasks, and using the activation
of neurons in an internal layer of the network as features. This is, for instance the approach proposed
in [Razavian 2014], where the authors show that performance superior to other state-of-the-art
systems was obtained, with the use of deep features.

In order to use text queries to retrieve images, either textual descriptions should be associated with
images, or techniques able to generate visual features from text queries are needed. In both cases,
artificial intelligence has recently provided significant solutions to this problem.

Artificial Intelligence can be used to automatically analyze the content of images in order to generate
annotations [Amato 2017], produce captions [Mao 2014], identify objects [Redmon 2016], recognize
faces [Cao 2017], recognize relationships [Santoro 2017]. This information once extracted can be
associated with images and used to serve queries.

On the other side, cross-media searching techniques are able to translate query expressed in one
media to queries for another media, relying on artificial intelligence techniques. For instance, it is
possible to use text to search for images or vice versa. In this case, the advantage is that an image
database can be indexed once, using visual features, possibly extracted using deep convolutional
neural networks. Improvement of the cross-media techniques, where the vocabulary of terms and
phrases that can be translated into visual features is increased, do not require to reindex the entire
database of images. Just the query-time processing tools need to be replaced. This direction is
pursued in [Carrara 2016], where a neural network was trained to generate a visual representation in
terms deep features extracted from the fc6 and fc7 internal layers of ImageNet, starting from a text

query.

One of the key features needed for an effective and efficient consumption of digital images is the
possibility to easily and rapidly identifying and retrieving existing content, which is relevant to one’s
needs. However, image content is often not described, annotated, or indexed at the required level of
granularity and quality to allow quick and effective retrieval of the needed pieces of information. It is
still a problem, for creative industry professionals, to easily retrieve where, for instance, a specific
person is handling a specific object, in a specific place. This is generally due to the fact that metadata
and descriptions, associated with digital content, do not have the required level of granularity and
accuracy.

Professionals that need to retrieve, consume or reuse images, for instance, journalists, publishers,
advertisers, often have to rely only on experienced archivists, with a deep knowledge of the archival



content they hold, to find material of their interest. However, the amount of material generated and
distributed every day makes it impossible to handle it effectively and to allow professionals to easily
select and reuse the most suitable material for their needs. This happens because annotating
manually, with the required level of detail, the huge volumes images produced nowadays, is
extremely time-consuming and thus almost impossible to afford.

Consider, for example, the news production scenario. Every day there is an army of photographers,
and journalists, around the world, that send their material to news agencies, related to some event
they have witnessed, hoping that their material will be used in tv news, online magazines or
newspapers. However, just a small percentage of this produced digital content will be actually
published and, often, most of this audiovisual material remains buried in the news archives,
unexploited because not easily discoverable.

In this respect, artificial intelligence offers effective tools to address this problem. Al-based tools for
content-based image retrieval, for image annotation, image captioning, face recognition, and
cross-media retrieval are nowadays available that allow effective and efficient retrieval of images
according to user’s needs.

Recently, deep learning techniques, as for as for instance, those based on Convolutional Neural
Networks (CNN) become the state-of-the-art approach for many computer vision tasks such as image
classification [Krizhevsky 2012], image retrieval and object recognition [Donahue 2013].
Convolutional Neural Networks leverage on the computing power provided by GPU architectures, to
be able to learn from huge training sets. A limitation of this approach is that many large-scale training
sets are built for academic purposes (for instance the ImageNet dataset), and cannot be effectively
used for real-life applications.

Face recognition algorithms also benefit from the introduction of deep learning approaches. Among
these, DeepFace [Taigman 2014], a deep CNN trained to classify faces using a dataset of 4 million
facial images belonging to more than 4000 unique identities. More recently the VGGFace 2 dataset
[Cao 2017] was released which contains 2.31 million images of 9131 subjects. A ResNet-50
Convolutional Neural Network was trained on this dataset, which is also able to determine the pose
and age of persons.

e Generating images from the description is still challenging even if recent works have
significantly improved the state-of-the-art.

o In the last few years, the main focus of images generation using Al has been photorealistic
images. While the generation of art images have been proved to be possible and relevant, it
is still challenging. Instead, style transfer between images can be considered solved and only
minor improvements are expected.

e Many production and consumption techniques rely on the capability of automatically
understanding the content of the image. Al has significantly increased the type of objects,
relationships, actions, events, etc that can be recognized, but the overall task of
understanding is still challenging.

e Cross-media search, as using text queries for retrieving annotated images, is a recent
promising approach to allow the retrieve of images, out of huge image databases. However,
cross-media search is still challenging, especially when issues of expressiveness and
scalability are also taken into account.

e Techniques for automatic reconstruction of missing or damaged parts of images work well on
simple scenarios as, for instance, faces. Still, improvement is required to work satisfactorily
on generic natural scenes.
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Much of the creative industry relies heavily on narration and storytelling, especially in application
areas such as film, TV, games, art, media and news. Story, as we know it, remains the backbone of an
experience.

Narratives have a crucial function in helping individuals and societies to make sense of the world.
However, the more complex our world has become, the less effective traditional linear and static
narratives seem to be at performing this organizing function and thus an informed citizenry. The
representation of complex issues requires a medium that can represent vast amounts of information
and engage contemporary audiences.

Digital storytelling is at the heart of the new digital media in today’s creative industries and the ability
to tell stories in various formats for multiple platforms is becoming increasingly important. The drive
today is towards creating immersive and interactive digital stories for a diversity of services and
applications, spanning from pure entertainment through edutainment and training towards digital
signage and advertising. Immersive and interactive experiences are often driven by sensor input (e.g.,
user controllers, video images or user physiological signals - see also section 2.3.2 on this last aspect)
and data, enhancing the Quality of Experience (QoE), by creating the concept of that the participants
will feel a higher degree of affiliation to the content by triggering more of their senses.

In traditional storytelling, the viewer always follows a structured and logical path through the story.
This is known as linear storytelling. Linear storytelling is one of the main features of our common
European cultural heritage, reaching back to the traditions of ancient Greece. Europe is a very
important provider and probably leader in the development of story driven content and has been for
centuries. The tools for creating these digital stories have to satisfy the growing creative and media
industries in Europe. Europe is the home of storytelling, the cradle of the narrative principle.

Nowadays, digital stories are not limited to one single narrative like in a traditional story structure
but usually provides a framework for supporting the development of a set of principal characters and
details about the immediate context of the world in which they exist. These multiple narratives are
spread across delivery channels where they behave independently of one another and where
interactions with audiences vary. The scattered stories should all fit cohesively together to make
sense collectively or feel like they belong in the same overall story framework. Experiencing distinct
stories that fit within a larger shared world is a type of seriality, which we know from our experience
of watching a TV series, for example. We find a larger narrative built up one episode at a time. The
larger plot is progressively built from a series of linear sequential events.

In this context, Al plays an increasing role in digital. As an example in interactive storytelling in sport,
Intel and the International Olympic Committee will collaborate to offer an interactive experience of
the sport games to the public through Al-based technology able to combine images from multiple
perspectives'®. The data driven storytelling open for advanced use of Al and ML and development of
new digital storytelling tools. Software products can already be found on the market®. Al supported
storytelling technologies could become a stronghold of European interactive entertainment.
Therefore, not only visualisation technologies or consumption models should be considered, but also
Al oriented consumer analysis led technologies regarding plots at the very edge between linear and
interactive.
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A narrative starts as a creative process as an idea in the mind of someone. For the narrative to be
usable, it has to be transcribed into a form that can be eventually turned into an objective digital
form. This process requires a trans disciplinary skill set and a set of tools. The design usually requires
the use of electronics, sensors, actuators and tools in the form of hardware and software. For the
consumers, the final set is concerned with issues such as visualization and user interfaces. There are
a lot of existing current practices to this which typically vary from business to business in the creative
and media industry such as publishing, news media, broadcasting, movies, gaming etc. The hardware
available for the users is also ever changing and in constant development, with the mobile devices on
a strong rise and the current trend of head mounted displays and rage about mixed realities. The
quest is creating immersive and interactive content the market is willing to pay for. There is often a
misconception that this is new, which it is not. Some elements have been around for more than 50
years, such as the invention of VR in 1962 by Morton Heilig (The Sensorama, or «Experience
Theatre»)'. Other similar initiatives are all based on long know principles such as transmedia
storytelling (jenkins 2006). Al and in particular Machine learning are used in linear storytelling for
optimisation purposes and efficiency of the use of data, for instance in searching huge archives for
documentaries or improving feature narratives with content. A very recent example is the making of
Apollo 11" where all NASA and private archives of 16,25,60 and 70mm film has been scanned and
put together to recreate the moon landing in its 50 anniversary year. Also a tremendous amount of
voice tracks from the ground control operators have been synchronised with the visual tracks.

In sensor based digital storytelling on the other hand, the Participants can interact with the content
and make their own path through the story. This is known as non-linear storytelling. Since the
objective of sensor based digital storytelling is to create more immersive narratives, it seems useful
to have sensor-based digital stories trigger all of our senses as much as possible, with the aim of
making participants as immersed as possible, thus making them feel as much presence in the story as
possible.

Non-linear storytelling by itself already has the potential to create more immersive narratives (fully
personalised if taken to the extreme). The creation challenge is in the authoring and the lack of
authoring tools (managing the story ,branches”). Non-linear storytelling will reach need for a
trade-off between the final user-experience, and the human effort needed to create it. Adding
complexity through sensor based digital storytelling without being able to scale the tools will require
the use of Al to make it work beyond experiments and make it commercially viable. Indeed the use of
Al in interactive immersive storytelling is conceived to increase the expressive power of the narrative
[Riedl and Bulitko, 2013]. A current example of the use of Al in a storytelling tool is the Cinemachine
from Unity together with the Cinecast. Cinemachine and cinecast®® lets your machine act as the
filmmaker and editor for multi camera storytelling. Especially useful in eSports, where as many as
5000 cameras are used in a story you do not know where will go. The Al component edits the input
from gamers and produces a storyline for the spectators. The same can be used in Al
cinematography, where content can be created in real time from visual symbolic data. The Al process
helps in combining traditionally separated work flows of post production and production.

Experts and non-experts authors may have different profiles and purposes. On the one hand, expert
users may be comfortable with advanced authoring environments where several aspects of the final
experience could be specified and different types of experiences and contents could be generated.
On the other hand, non-expert users may prefer authoring tools focused on certain types of
experiences where only the main options and contents have to be specified. Thus, many authoring
tools embed particular perspectives on digital storytelling and there are many good technical and
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aesthetic reasons for diverse approaches. Therefore, “the one” universal tool might always remain
elusive. It is a current challenge to design systems and techniques allowing non-experts users
authoring interactive narratives [Ried| and Bulitko, 2013].

Transmedia stories have emerged as a consensus practice where separate story elements of a larger
narrative can be experienced by many different audiences via a range of technology platforms. This
has been boosted by the digitalization of media and the ready distribution of content across many
forms. Transmedia storytelling is a complex process and the above definition only highlights some of
its important components. This is largely due to the rapidly evolving technological and media
stratosphere as well as the diversity of its delivery platforms that include entertainment, advertising,
marketing and social media. Since it is difficult to pinpoint one single precise definition for such a
concept, it becomes useful to think of transmedia storytelling in terms of its core elements of
creation, production and consumption. Each element carries many nuances and is closely related to,
and influenced by, the other two. In doing so, practises as diverse as digital storytelling, interactive
games, immersive media experiences and user-generated media can be studied under the umbrella
of transmedias and plots in the story.

Al plays a large role in the media asset management of transmedia storytelling, especially within
binning, labelling and classifying content for the various platforms and the trigger points for switching
between device. Cinecast is an example of such system.

Within Europe, there are many initiatives in the narrative and storytelling area. The combination of Al
with questions of narration and storytelling will become even more important in multi modal
interactive and virtual experiences [Cavazza 2017]. For instance, in [Guerrini 2017], they proposed an
“interactive movie recombination”, that uses Al to plan various alternative narratives, based on user
inputs, by combining video segments intelligently according to their semantic description. In this
context, technologies should play a role that allow smart plots and action sequences and their
corresponding tree structures to be linked and developed for interaction. The user’s information can
be used to test and verify the stories and carry on. Al can also have impact on the consumer driven
approach concerning characters and objects. In particular, the development of the narrative itself is
important here and will be linked to audio-visual signals

In a commercial sense Al is used for personalization and segmentation which is key to the smart and
immersive advertisement. Also of importance is optimizing dubbing and subtitling using machine
learning to optimize the processes and automize very time consuming efforts (see also section “2.4.2
Media Access Services”) .

Today, we can see a return of story- based entertainment with interactive audiobooks being only the
beginning.

® A vast cultural challenge between disciplines with art (writing), technology and gaming
requiring bridging to be able to work on Al in a trans disciplinary way

® Inclusion of Al in the complete value chain and not only in the technical aspects but in the
creative, business and ethical dimensions as well

o Al approaches to enhance automation of narration and plotting technologies in interactive
entertainment specifically in the context of audio signals for the era of voice
recognition-based internet, but also in the context of audio-visual signals in gaming.

e There is a lack of common understanding of immersion and interactivity which makes it
difficult to find out how Al can enrich the interactive narrative dimension of the experience

e There is lack of tools for creating narrative movies using game engines.



e There is a lack of collaboration and increasing fragmentation across application domains in
enhancing storytelling, such as lack of collaboration between audio and visual, broadcast and
journalism.

e How to ensure the author remains in control of a story (i.e the intellectual owner of the story
that gets told) that is in part generated by Al.
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Several industries are faced with the challenge of creating large and extremely detailed numerical
models of shapes and environments. This considers both the geometry of the objects as well as their
surface appearance (roughness, texture, color). For instance, in the video game industry large
detailed imaginary places are created, that can be freely explored by users. The movie industry faces
similar challenges when virtual sets have to be designed around actors -- this is true both for
animated movies, but also for motion pictures in which special effects are now ubiquitous. These
environments have to follow precise requirements to produce the desired effects, in terms of
aesthetics, navigability, and plausibility (immersion). In design and engineering, when modeling a
part, the creative process combines goals driven by structural requirements, functional efficiency,
fabrication constraints as well as aesthetics. Technologies such as additive manufacturing allow to
manufacture parts with details from a few tens of microns to half a meter.

In all these fields, it has become extremely challenging to produce content using standard modeling
tools (CAD/CAM software), even for the most experienced designers. First, the sheer size and level of
details requirements make the task daunting: virtual environments in games and movies go from
buildings to entire planets. In engineering, finding the right balance between contradictory objectives
often requires to go through a tedious trial and error process, exploring for possible designs. Second,
the variety of constraints to consider (navigability, structural plausibility, mechanical and structural
behavior, etc.) makes standard modeling extremely difficult : the designer often has to imagine what
the final behavior may be, try out her designs, and iterate to refine, either through expensive
numerical simulation or by actually fabricating prototypes.

To tackle these challenges, the field of Computer Graphics has developed a rich body of work around
the concept of content synthesis. These methods attempt to automate part of the content creation
process, helping the designer in various ways: automatically filling entire regions with textures [Wei
2009] or objects [Majerowicz 2013], automatically generating detailed landscapes [Zhou 2007,
Cordonnier 2017], plants and cities [Prusinkiewicz 1996, Parish 2001, Vanegas 2012], and even filling
building floor prints and generating environment layouts [Merrell 2007, Merrell 2010, Ma 2014].



Al methods play a major role in simplifying the content creation process. In particular, content
synthesis often results in ill-posed problems or complex, contradictory optimization objectives. In
addition, finding a unique, optimal (in some sense) solution is rarely the goal. The objective is rather
to produce a diversity of solutions from which the user can choose from [Sims 1991, Matusik 2005,
Talton 2009, Lasram 2012, Shugrina 2015]. This latter point is particularly important in the fields of
engineering and design, where generative design is increasingly popular: the algorithm cooperates
with the user and produces a large variety of valid solutions (in the technical sense) while the user
explores and suggest aesthetics. In the video game industry, algorithms that generate playable levels
on-demand increase replayability while reducing costs, both in terms of content creation time and in
terms of storage and network bandwidth (a game level can take up to several gigabytes of data).

While most technical objectives such as connectivity, structural requirements and geometric
constraints can be formulated as objective functions, evaluating aesthetics remains subjective,
cultural and personal. In this particular area, Al machine learning techniques are especially suitable.
One particular methodology rooted in this trend is by-example content synthesis [Wei 2009]. These
techniques produce new content that resembles input data. By matching features such as colors,
sizes, curvatures and other geometric properties, the produced content borrows the aesthetics of the
input. In this particular area, there is a significant ongoing research effort to exploit latest advances in
Al, such as generative adversarial networks (GANs) [Gatys 2015]. This trend is quickly propagating to
all areas of content synthesis [Mitra 2018].

With the advent of additive manufacturing, content synthesis is also increasingly important in
mechanical engineering and design [Attene 2018]. Indeed, one promising way to reduce the weight
of parts and achieve novel material properties is to create extremely detailed structures embedded
in the volumes of the manufactured objects. This encompasses the concepts of metamaterials,
architectured materials and 4D printing, with direct applications in the aerospace industry, medical
domain (prosthetics) and automotive industry -- in fact, as engineers are trained in these techniques
we can expect the design of all manufactured high-end parts to be profoundly revised in light of
these possibilities. However, modeling the geometry of such parts is made difficult for very similar
reasons: complexity, constraints, details and scale. Al based content synthesis methods could help
produce these details. In addition to these challenges, the parts must now be optimized following
complex numerical objectives (structural strength, fluid dynamics, aerodynamics, vibration
absorption). This require expensive simulations -- these may be performed on a single object using
large computer clusters. However the generative design process requires thousands of these
simulations. A key challenge is