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After personal computers and smartphones, wearable computing is the
third wave of computing — Always on AI Personal Assistant

Personal Computers: Smartphones: mobile Eyeworn Devices:
computing for the mass, but not computing is always accessible, = computing everywere with
mobile and not context aware - but forces to switch between minimal switch between

dedicated access to computing the real and virtual world real and virtual world
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Egocentric vision or first-person vision is a
sub-field of computer vision that entails
analyzing images, videos captured by a
wearable device, which is typically worn on the
head or on the <chest and naturally
approximates the visual field of the camera
wearer.

Consequently, visual data capture the part of
the scene on which the user focuses to carry
out the task at hand and offer a valuable
perspective to understand the user’s intents
and activities and their context in a
naturalistic setting.

This research area is sometimes referred with
the name “Wearable Vision”.




NEXT VISI'ON

Imagine to wear an AI-powered device able to observe the scene from your point of view to
understand what you are doing and to support you in every day life where you live and work
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An AI-Powered Wearable Virtual Assistant

Computing Power On-Board

Audio Feedback

Egocentric
Camera

Sensors: gaze, depth,
microphone, etc.

A wearable device which perceives the world from our "egocentric" point
of view is ideal for implementing an Al-Powered Virtual Assistant
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First Person (Egocentric) Vision Devices

OrCam MyEye Microsoft HoloLens Apple Vision Pro
Available since 2015 Available since 2016 Pre-order since 2024
Health, Assistive Technologies Industry, Mixed Reality Health, Mixed Reality
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Abstract What will the future be? We wonder!

In this survey, we explore the gap between current re-
search in egocentric vision and the ever-anticipated fu-
ture, where wearable computing, with outward facing
cameras and digital overlays, is expected to be integrated
in our every day lives. To understand this gap, the article
starts by envisaging the future through character-based
stories, showcasing through examples the limitations of
current technology. We then provide a mapping between
this future and previously defined research tasks. For
each task, we survey its seminal works, current state-
of-the-art methodologies and available datasets, then
reflect on shortcomings that limit its applicability to
future research. Note that this survey focuses on soft-
ware models for egocentric vision, independent of any
specific hardware. The paper concludes with recommen-
dations for areas of immediate explorations so as to
unlock our path to the future always-on, personalised
and life-enhancing egocentric vision.

Keywords Egocentric Vision, Future, Survey,
Localisation, Scene Understanding, Recognition,
Anticipation, Gaze Prediction, Social Understanding,
Body Pose Estimation, Hand and Hand-Object
Interaction, Person Identification, Summarisation,
Dialogue, Privacy
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1 Introduction

Designing and building tools able to support human
activities, improve quality of life, and enhance individ-
uals’ abilities to achieve their goals is the ever-lasting
aspiration of our species. Among all inventions, digital
computing has already had a revolutionary effect on
human history. Of particular note is mobile technology,
currently integrated in our lives through hand-held de-
vices, i.e. mobile smart phones. These are nowadays the
de facto for outdoor navigation, capturing static and
moving footage of our everyday and connecting us to
both familiar and novel connections and experiences.
However, humans have been dreaming about the
next-version of such mobile technology — wearable com-
puting, for a considerable amount of time. Imaginations

What’s Relevant in Egovision?

EGO-HOME

Sam is finally home
after a long day.
EgoAl kept track of
's food intake
uato soup
he best

A 3D projection
of Remy helps

with cooking Audible

3D projection

hitting the shore
look and sound natural

\

After dinner, Sam
enjoys a group card
game with his friends,
who are connected
through their own
EgoAl

the wrist that has
annoyed him the whole
day. EgoAl stores a
picture of the injury and
sends it to Sam's doctor
for advice

2% EGO-TOURIST
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EgoAl has reserved an
afternoon at the ther-

mal baths. The next
bus is scheduled to
arrive in 20 minutes

EgoAl suggests Claire

a proper Italian coffee
at a nearby café, sided
by a slice of bunet,
Turin-based dessert

EgoAl retrieves the closest

souvenir shop based on
Claire's taste and budget

;’ EgoAl suggests |
half-day visit to
Egyptian museu

feels
arted
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work to 1.
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of the fellow
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pack with the minimal M

stand-off distance

EgoAl guides Judy
with exact instructions
to grasp the backpack
and open it

EgoAl is constantly
position and would ¢
headquarters if she ¢
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Thanks to EgoAl
all the relevant
events are saved
and transformed
into a document
with related imag
and video

The sensitiv]
identified an
rights to p

EgoAl helps Stanley (the
scenographer) re-design the
surrounding environment.
The real scene represents the
hall of a villa in New York,
but it is almost empty

EgoAl has access
to the database
he equipment.
e

EgoAl shares the scene
with the actors. Through
their own EgoAl, they
are immersed inside the
changing and moving 3D
computer-generated
environment

o~
) EeoAl assists
make-up artists
with advanced
3D modelling
techniques to
project guide-
lines on the
actor's face
g while applying
" make-up

—
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EgoAl aly
He is ablq
scene and|
real-time

EgoAl localises
Marco and provides
ruote instructions to
reach his workstation

3 | for the day

EgoAl verifies if Marco is
properly wearing the Personal

of electric boards

future sessions

EgoAl passes a message
from the manager ahout
today's goal: testing a set

Where should
I go today
in the factory?

In the past, EgoAl
guided Marco to the
clasest fire extinguisher
during a fire

EgoAl detects a
7k and turns off

™ electrical
-
day
Marco .
sure all the ,

are properly anc
safely completed

() By the end of the day, FgoAl checks
Marco's feedback for improving

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An Outlook into the Future of Egocentric Vision. International Journal of Computer Vision.
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Procedural activities are sequences of key-steps aimed at achieving specific goals.
Procedure understanding
Previous e o

keysteps? Optional? Mistake? E GO - E xo 4 D

e Next
B B - -
Missing? ‘ keysteps?

Release Open Quick

Brakes Release Remove Wheel Loosen the bead

Task: Given a video segment s, and its previous video
segment history, models have to: 1) determine previous
keysteps (to be performed before s)); infer if s, is 2)
optional or 3) a procedural mistake; 4) predict missing
keysteps (should have been performed before s, but
were not); and 5) next keysteps (for which dependencies
are satisfied).

Grauman et al. (2024). Ego-Ex04D: Understanding Skilled Human Activity from First- and Third-Person Perspectives. In Conference on Computer Vision and Pattern Recognition (CVPR)
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Human is
interacting with X

Human-Object Interaction | Al Aware of Objects
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Conversational Al Agents | Al Aware of Human Needs Action Anticipation and Mistake Detection | Al Aware of Risks
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See UNICT publications at http://iplab.dmi.unict.it/fpv
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Understand immediately
when the user makes a
mistake to assist them
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ENCODING ANTICIPATION ACTION Anticiated Actions in O.SOs

WASH TABLE
2 175 15 125 1 075 05 025 WASH TABLE SPRAY LIQUID:WASHING
TAKE SHEETS
MOVE BOTTLE
PUT LIQUID:WASHING
PUT SHEETS
WASH TOP
OPEN TAP

CLOSE CUPBOARD

TAKE BAG
WASH SINK
MOVE BREAD

Input for 14« 0.50s
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Semantic

Input Sequence:

Recognition <BOS>, attach-wheel, attach-interior
& Detected h attacl,rhum)er‘ d
Module 4 bumper:,
attach-roof, attach-base,
- attach-transport_cabin, attach-door
53 Next Symbol:
9 attach-rear_roof
(= S
[e]
O Input Sequence:
5 <BOS>, , attach-wheel,
g- attach-base, attach-interior,
-_ attach-bumper, attach-
transport_cabin, A m d I f h
attach-roof, attach-door 0 e O W at
Next Symbol: A\ ”
attach-rear_roof ShOUId be
MISTAKE .-

L Sequence type: cedc
Anticipation Input Sequence:

Module <B0OS>, attach-base, attach-
interior, attach-base, attach-
door,
attach-rear_roof, A
attach-roof, attach-bumper
Next Symbol:

o

°0

Sequence

Next Action

— ﬁ—’ attach-wheel
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Take home messages

Procedure Understanding opens many research challenges
as well as the new and useful applications in different
domains (e.g. Ego-Worker, Ego-Home, ...);
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Localization of Humans and Navigation| Al Aware of Context

J

See UNICT publications at http://iplab.dmi.unict.it/fpv

Conversational Al Agents | Al Aware of Human Needs

.

Human is
interacting with X

Human-Object Interaction | Al Aware of Objects

.
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T h \_ partial gaze trajectory Y,

Action Anticipation and Mistake Detection | Al Aware of Risks
J
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Despite promising attempts there are still a lot of
progress to be done to mix real and virtual

worlds to support humans where they live and work
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Thank you for your attention
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